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Introduction
e Automatic music classification has many academic and
commercial applications
e Many classification methodologies are available
o Each has different strengths and weaknesses
¢ ACE experiments with a variety of approaches
o Finds those appropriate for each classification problem
e ACE can then act as a basic classifier

Advantages of ACE
¢ Designed to meet particular needs of music researchers
o Can assign multiple classes to individual recordings
o Deals naturally with windowed and segmented music
o Allows structured hierarchical taxonomies
o Allows multi-dimensional features
e Uses and evaluates many algorithms
o Includes classifier ensembles
o Evaluates speed as well as accuracy
e Can be easily ported to arbitrary feature extractors
o Also bundled with audio and MIDI feature extractors
e Easy-to-use interface
o Includes on-line help
e Open source and easily extensible



Overview of ACE

Potential users
e General users
o Musicologists, theorists, librarians, psychologists, etc.
o No knowledge of underlying machine learning needed
o Simple graphical interface
o See Applications of automated classification section
below
e Users knowledgeable in pattern recognition
o Can evaluate new classifiers and features
* Provides a baseline for new algorithms
o Good development environment
* Implemented in Java
» Integrated with Weka

Input to ACE
e Feature vectors (Weka ARFF or ACE XML)
® Model classifications for training and testing (optional)
e Taxonomy (optional)

Output from ACE
e Comparison of different classifiers
e Feature effectiveness measurements
e Trained classifiers



Graphical representation of ACE
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Importance of music classification

Overview of music classification
e Many ways to classify music
o Genre, composer, performer, mood, emotional content,
geographical or temporal origin, listening scenarios, etc.
e (lassification often difficult for both humans and computers
o Rarely have precise, clear and consistent guidelines
delineating the characteristics of categories

Advantages of computer classification
e Fast and consistent
e (Can analyze music in novel and non-intuitive ways that
might not occur to humans
¢ Avoids human preconceptions that could contaminate results

Applications of automated classification
e Sorting of large music databases
o Human classification is slow and expensive
o Also applicable to personal collections
Music recommendation systems
Interactive accompaniment systems
Automated transcription
Detection of pirated recordings
Composer identification of anonymous pieces
Studies of relative feature and taxonomy appropriateness
Research into how humans perceive musical similarity and
form musical groupings



Introduction to automatic music
classification

Feature extraction
e Features are characteristics that can be used to distinguish
between different types of music
e Feature extraction is the process of extracting features from
music
e Features serve as the input to classifiers
o Good features are essential to classification

Types of recordings
e Audio recordings are reproductions of actual sound
o MP3, .wayv, .aiff
e Symbolic recordings consist of high-level musical

instructions rather than actual audio samples
o MIDI, Humdrum

Classifiers
e (lassifiers are software modules that attempt to distinguish
between different categories or classes

e (Classifiers may be implemented using:
o Expert systems: use pre-programmed heuristics
o Machine learning: uses pattern recognition algorithms

to “learn” to identify classes
e Meta-learning: system finds good classifiers to use for a

particular problem
o This is what ACE does



Existing classification systems

Music-oriented systems

e Usually implemented with particular tasks in mind
o Not extensible to general music classification tasks
o Utilize limited techniques
o Difficult to use

e Need for standardized systems
o Avoids reimplementation
o Well tested and reliable code
o Better interfaces and more usable software
o Facilitates methodology comparisons

¢ Important steps in this direction:
o M2K (Downie 2004)
o Marsyas (Tzanetakis & Cook 1999)

e Often lack powerful techniques found in general systems

General systems
¢ Commonly used frameworks:
o Weka (Witten & Frank 2005)
o PRTools (van der Heijden et al. 2004)
e A few use meta-learning:
o Metal (www.metal-kdd.org)
o AST (Lindner and Studer 1999)
¢ Often require proprietary software, are not open source or
have licences limiting commercial application
e Not designed to meet the particular needs of music



Specialized needs of music classification

Qualities music classification systems should have
® Be able to assign multiple classes to single recordings
o A song could belong to multiple genres, for example
e Allow overall classification of recordings as well as of individual
sub-sections
o Audio often windowed
o Essential to segmentation problems
e Maintain logical grouping of multi-dimensional features
o Musical features often consist of vectors
= e.g. MFCC’s
o Provides classification opportunities
e Maintain recording meta-data
o Title, performer, composer, date, etc.
e Take advantage of hierarchically structured taxonomies
o Provides classification opportunities

ACE meets these needs
¢ Integrated into machine learning engine
e [ntegrated into graphical interface
e New standardized XML file formats proposed
o Existing standards (e.g. Weka’s ARFF) insufficient
o Flexible and human readable
o Designed to allow reuse of files for different projects



ACE'’s classification methodology

Implementation
e Uses meta-learning to find approaches well suited to
particular problems
e Built on the Weka library
o Easy to add new classifiers

Classifiers used

e Base classifiers include:
o Induction trees
o Naive Bayes
o Nearest neighbour
o Neural networks
o Support vector machines

e (Classifier parameters are varied
o Neural network architecture
o Value of k in k-NN classifier
o eftc.

e (lassifier ensembles utilized
o Multiple experts may perform better than one
o Bagging, boosting, etc.
o Known to be powerful tools

= Rarely applied to music to date

¢ Dimensionality reduction also used
o Principal component analysis
o Feature selection using genetic algorithms
o Exhaustive search



Feature extraction

Overview
¢ ACE usable with arbitrary feature extractors
o Reads Weka ARFF and ACE XML files
¢ Bundled with two powerful and extensible feature extractors
o jAudio: for use with audio recordings
= McEnnis et al. 2005
o jSymbolic: for use with MIDI recordings
= Based on Bodhidharma (McKay 2004)

Interfaces of jAudio and jSymbolic

‘806
M ecit Recording [EYETET Playback Help
Save Settings... Global Window Change
Save BatchFile.. || Output Format
Load Settings... € Sample Rate (kHz)
Load Batchfile.. Normalise Recording

jAudio Feature Extractor

FEATURES:

Feature Dimension
Relative Difference Function

Peak Based Spectral Smoothness

. path
s Music/Tunes/Tunes .
sy Music/ITunes/Tunes .

E

b
»

o

Define Batch ) JUsers/mcennis/Music/Tunes/Tunes . Partial Based Spectral Flux
nd.mp3 JUsersfmcennis /Music/Tunes/Tunes . Partial Based Spectral Centroid

ez buces | JUsers/mcennis/Music/Tunes/Tunes . Peak Detection ariable

Remove;Batchics Phns JUsers/mcennis /Music/Tunes /Tunes . Method of Moments

View Batch 4 JUsersfmcennis /Music/Tunes/iTunes ... LPC 0
fl.mp3 JUsers/mcennis /Music/Tunes/ITunes ... MFCC 3

EXitis JUsers/mcennis /Music/Tunes/Tunes . Strongest Frequency Via FFT Maximum

10 Snoopy And Woodstock.mp3

11 Little Birdie.mp3

12 Why, Charlie Brown.mp3

13 Joe Cool's Blues (Snoopy's Return)....
23 Tu solus, qui facis mirabilia.mp3

27 De profundis clamavi ad te.mp3

31 Innsbruck, ich muss dich lassen.mp3
20 Jeu de Robin et de Marion.mp3

JUsers/mcennis /Music/Tunes/Tunes ..
JUsers/mcennis Music/Tunes/Tunes ..
JUsersmcennis /Music/Tunes/Tunes ..
/Usersfmcennis /Music/ITunes/Tunes ..
/Usersfmcennis /Music/iTunes/Tunes ..
JUsers/mcennis /Music/Tunes/Tunes ..
JUsers/mcennis Music/Tunes/Tunes ..
JUsersmcennis /Music/Tunes/Tunes ...
M

42 Aspro core &
05 Belle, bonne, sage.mp3

22 A Chantar.mp3

21 Can vel Ia lauzeta mover.mp3

51 _lo parto_ e non piu dissi.mp3

47 Datemi pace, o duri miei pensieri....
61 Revecy venir du printans.mp3

54 Cruda Amarill.mp3

/TTunes/Tunes ...
/Usersfmcennis /Music/iTunes/Tunes ..
JUsersmcennis /Music/ITunes/Tunes ..
JUsers/mcennis Music/Tunes/Tunes ..
JUsersmcennis /Music/Tunes/Tunes ..
/Usersfmcennis /Music/ITunes/Tunes ..
/Usersfmcennis /Music/iTunes/Tunes ..

JUsers/mcennis/Music/Tunes/Tunes ...

Strongest Frequency Via Spectral Centroid
strongest Frequency Via Zero Crossings
Strength O Strongest Beat

Beat Sum

Strongest Beat

Beat Histogram

Zero Crossings

Fraction Of Low Energy Windows

Root Mean Square

Spectral Variability

Compactness

spectral Flux

spectral Rolloff Point

Spectral Centroid

Power Spectrum

Magnitude Spectrum

(MJ AIERRARRAERRARRARRARAREER

ariable

T T I Ty g

variable
variable

€ Add Recordings € ) [ Save Features For Each Window ¥ Save For Overall Recordings
(— Feature Values Save Path: ) featurevalues_Lxml Window Size (samples): 512
( Feature Definitions Save Path: ) feature-definitions _Lxml Window Overlap (fraction): 0.0

(C Extract Features

£ jSymbolic Feature Extractor BEx)
RECORDINGS: FEATURES:
Name Paih aue Feature Dimension
- = - v Gifing Ensemble Fraion -
diyGuy-ManHadALTTHEL ManHa... |~ o]
T — e ] tring Keyhoard Fraction
ulls_On_Parade.mid es\Bulls_On_Parade. “ :mnueTst Rv‘wcthm‘m Pulse
u_ciug.rmid esthux_ciug mid o fiong Tonl Goriroe
ye_ByeG mid 25 \Bye_Byet.mid i
clifford.mict clifio el xava n; D:E Euvah‘nn
C_1U_hen_U_Get_There. esiC_U_when_U_Ge. o va'a "f DtE P’EVE‘E
ean_t_turn_you_loose.mid esican_t_turn_you_lo. vl Vav al n'_ of Eh rsvj ‘s
cant help falling in love.mid esicant help falling in : va' Ll "'_T“m Eﬂf&
ap07 mid esicap07.mid ariability of Time Befue
i " v \Variation of Dynamics
arly_simon_nobody_does esicarly_siman_noba c 51’ e ”fD‘V”am‘ES n
CARNAYAL. mid esICARNAVAL mid [—1 v‘ I'a 'E‘VQ [l
sascades mid D (e)siMmo..| Vol Fracion
oi_ridernid IMIDI_Filesice_tider mid e Squality Dynamics
celebrate mid iMID Voice Equality - Melodic L.
celine_dion_all_by_rmyself AMIDL_Filesiceline_dion_all_by. - 3”9 aqually - U‘EuDW
|CHAIN_GANG.mid AMIDI_Files\GHAIN_GANG. mid = v“'"? qualily - ?W" L =
mid WD mid K voce aual tr ange
Changes.mid esiChanges.mid ] oice Separation
chanlace.mid mid r (Woodwinds Fraction
chega.mid esichega mid Basic Pitch Histograr 28
[ Beat Histogram 161
cherakee.mid mid ’_
chestuts.mid mid L [ Fifths Pitch Histogram 1] |
icken i min ~ [ Iniial Time Signature s
Add Recordings Validate Recordings Not Use Windows [ Save Features For Each Window
[]Store Sequence we For Overall Recordings
Delete Recordings Window Length (seconds):
Window Overlap tiracti
Play Sequence I Stop Playback | Feature Values Save Path: estepting ol
Feature Definitions Save Pal festure_defnitions_1 xmi
iew File Info. Extract Features




Interfaces

Command line interface
e Batch processing

Java API

¢ Open source and well documented

Graphical interface
® Includes an on-line manual
e (Can build taxonomies, label and manage recordings, manage
features, control classifier settings, carry out comparisons of
classification methodologies and train and use classifiers

e BEX
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Experimental evaluation

Musical experiments
e Repeated Tindale’s drum recognition experiment (2004)
o ACE achieved 96.3% success compared to Tindale’s
best rate of 94.9% (error rate reduction of 27.5%)
e Achieved 95.6% success with a 5-class beatbox recognition
experiment (Sinyor et al. 2005)

General experiments
e Applied ACE to six UCI datasets
e Compared results with a successful recently published
algorithm (Kotsiantis and Pintelas 2004)
¢ ACE performed better in most cases
o ACE limited to only one minute per learning scheme
¢ Different classifiers performed better with different datasets
o No classifier always better than others
= Supports ACE’s experimental approach
o Effectiveness of AdaBoost (chosen 4 times out of 10)
shows utility of classifier ensembles
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Project status

Timeline
e Currently in alpha release

e Full release: January 2006
o WIill include finalization of GUI

Long-term goals
e Use distributed computing to decrease processing times
o M2K/D2K or Grid Weka
o Will use idle time to improve inactive projects
e Have ACE keep track of past experiments
o Use data to guide strategies in future projects
e Automatic formation of taxonomies using clustering
® Incorporate blackboard systems
o Will include the possibility of using expert systems
® Post-processing modules

Contact information
e Web site: coltrane.music.mcgill.ca/ACE
e E-mail: cory.mckay @mail.mcgill.ca
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