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Abstract 
Research in automatic genre classification has been pro-
ducing increasingly small performance gains in recent 
years, with the result that some have suggested that such 
research should be abandoned in favor of more general 
similarity research. It has been further argued that genre 
classification is of limited utility as a goal in itself because 
of the ambiguities and subjectivity inherent to genre.  

This paper presents a number of counterarguments that 
emphasize the importance of continuing research in auto-
matic genre classification. Specific strategies for overcom-
ing current performance limitations are discussed, and a 
brief review of background research in musicology and 
psychology relating to genre is presented. Insights from 
these highly relevant fields are generally absent from dis-
course within the MIR community, and it is hoped that this 
will help to encourage a more multi-disciplinary approach 
to automatic genre classification in the future. 
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1. Introduction 
Automatic genre and style classification have been popular 
topics in MIR research in the past. The ground-breaking 
work of Dannenberg, Thom and Watson [1] and of 
Tzanetakis and Cook [2] is particularly well-known, and 
more recent work includes the MIREX 2005 winning work 
of both Bergstra et al. [3] and of McKay and Fujinaga [4]. 
The many other exciting approaches applied to these prob-
lems are too numerous to include here, but a survey of the 
ISMIR proceedings from the past several years and their 
references will reveal the many different approaches used. 

Despite this popularity, the view that further research in 
automatic genre classification will offer little of value has 
increasingly been expressed in informal discussions among 
researchers and on the MIREX and Music-IR mailing lists. 
It has been suggested that it would be more profitable to 
pursue research on more general music similarity instead, 
such as playlist generation, similarity-based browsing inter-
faces and recommendation systems.  

This paper seeks to consider the arguments for and 
against further research in automatic genre classification, 
and a variety of major changes are proposed regarding how 
genre classification should be approached. This paper addi-
tionally includes a brief review of musicological and psy-
chological research on genre and human classification.  

Before proceeding, it is useful to briefly discuss the dif-
ference between “style” and “genre,” as some disagreement 
has been expressed regarding these terms. Although there 
are no universally accepted definitions, Franco Fabbri has 
usefully defined genre as “a kind of music, as it is ac-
knowledged by a community for any reason or purpose or 
criteria, i.e., a set of musical events whose course is gov-
erned by rules (of any kind) accepted by a community” and 
style as “a recurring arrangement of features in musical 
events which is typical of an individual (composer, per-
former), a group of musicians, a genre, a place, a period of 
time” [5]. It might be added that style is primarily related 
to individuals or groups of people involved in music pro-
duction and that genre is related to more general groups of 
music and their audiences. Genre can thus be broader and 
more nebulous than style from a content-based perspective, 
and may be more strongly characterized by cultural fea-
tures. The differences between genre and style are dis-
cussed in more detail in many of the references referred to 
in Section 2. 

Despite these differences, many systems designed for 
genre classification could easily be applied to style classifi-
cation, and vice versa, so strictly differentiating between 
the two is not necessarily an issue of primary importance 
from an MIR perspective. Although this paper targets is-
sues relating to genre specifically, many of the points made 
here apply to style classification as well. 

2. Insights From Other Disciplines 
Genre is an area of inquiry that has been given significant 
attention in a variety of academic fields, with a particular 
emphasis found in literary (e.g., [6]) and film (e.g., [7]) 
studies. This research attempts to address issues such as 
how genres are created, how they can be defined, how they 
are perceived and identified, how they are disseminated, 
how they change, how they are interrelated and how we 
make use of them. 

A number of musicologists have adapted this work to 
music and expanded upon it. Much of their research has 
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emphasized the role of cultural factors in genre. Fabbri, for 
example, suggests that musical genres can be characterized 
using the following types of rules, of which only the first is 
related strictly to musical content [8]: 

• Formal and technical: Content-based practices. 
• Semiotic: Abstract concepts that are communicated (e.g., 

emotions or political messages). 
• Behavior: How composers, performers and audiences appear 

and behave. 
• Social and ideological: The links between genres and demo-

graphics such as age, race, sex and political viewpoints. 
• Economical and juridical: The laws and economic systems 

supporting a genre, such as record contracts or performance 
locales (e.g., cafés or auditoriums). 

Fabbri has also contributed many other ideas on diverse 
aspects of musical genre [5, 8, 9]. Frith offers insights on 
how musical genres are formed and what they mean [10]. 
Toynbee discusses how genres inform musicians and how 
they are influenced by identification with different commu-
nities and by the music industry [11]. Brackett has pro-
vided useful ideas on how genres can be characterized and 
on how genres are constructed, how they can be grouped 
and how they change [12, 13]. Important research has also 
been published on how genres can be organized from a 
technological perspective [14, 15]. 

A better understanding of the psychological processes 
involved in human music classification can also prove use-
ful to MIR genre researchers. Not only does it help one 
model human classification behavior, but it can also be 
useful in designing interfaces that better meet human needs. 

Early psychological models assumed that humans form 
categories by specifying necessary and sufficient condi-
tions for each category. The diverse work of Eleanor Rosch 
has been influential in experimentally demonstrating the 
shortcomings of this approach and in promoting alternative 
models where categories are hierarchically organized and 
are defined by prototypical exemplars. Lakoff has written 
an excellent overview of these developments in the psy-
chology of classification [16], and many papers have since 
been published proposing variations of exemplar theory. 

A number of psychologists have applied these ideas to 
music. Deliege, for example, has suggested that humans 
abstract useful features contained in music into “cues,” and 
use these to segment music, judge musical similarity and 
form “imprints” that help us to perceive musical structure, 
evaluate similarity and perform classifications [17]. There 
is also an extensive literature on the perception and cogni-
tion of musical similarity that is too extensive to cite here, 
but is certainly relevant to MIR-related similarity research. 

Important research has also been performed by popular 
and ethnomusicologists on developing features that can be 
applicable to categorizing a diverse range of musics. Al-
though there is insufficient room to present details here, a 
review has been previously written [18].  

3. Problematic Aspects of Genre 
The acquisition of reliable ground truth is a key require-
ment of training effective genre classifiers. It has been sug-
gested that only limited agreement can be achieved among 
human annotators when classifying music by genre, and 
that such limits impose an unavoidable ceiling on auto-
matic genre classification performance. Not only can indi-
viduals differ on how they classify a given recording, but 
they can also differ in terms of the pool of genre labels 
from which they choose. Very few genres have clear defini-
tions, and what information is available is often ambiguous 
and inconsistent from source to source. There is often sig-
nificant overlap between genres, and individual recordings 
can belong to multiple genres to varying degrees. There are 
often complex relationships between genres, and some gen-
res are broad while others are narrow. Furthermore, genres 
often encapsulate multiple discrete clusters (e.g., Baroque 
music could include both a Monteverdi opera and a Scar-
latti harpsichord sonata).  

Only a small amount of experimental psychological re-
search has been performed on human genre classification. 
An often-cited preliminary study found that a group of un-
dergraduate students made classifications agreeing with 
those of record companies only 72% of the time when clas-
sifying among ten genres [19]. Listeners in these experi-
ments were only exposed to 300 ms of audio per recording, 
however, and higher agreement rates could quite possibly 
have been attained had longer listening intervals been used. 
Another study involving longer thirty second listening in-
tervals found inter-participant genre agreement rates of 
only 76% [20]. However, one of the six categories used in 
this study was “Other,” an ambiguity that could lead to 
substantial disagreement due to degree of membership and 
category coarseness rather than entirely different classifica-
tions. So, although these two studies do provide useful in-
sights, there is clearly a need for more experimental evi-
dence before definitive conclusions can be drawn regarding 
upper bounds on software performance due to limits in 
human genre classification.  

In any case, although some good sources of ground truth 
do exist, such as the AllMusic Guide [21], they are few in 
number and often contain too much or too little informa-
tion. Furthermore, genre classifications tend to be by artist 
or album rather than by individual recording. Those 
sources that do provide classifications of individual re-
cordings—such as Gracenote CDDB [22] or the metadata 
found in MP3 ID3 tags—tend to have unreliable annota-
tions. There is also usually little or no documentation on 
how classifications were performed, and it is often doubtful 
whether serious effort was put into thoughtful, methodical 
and consistent annotations. 

The expertise and time needed to manually clasify re-
cordings pose serious obstacles to the production of quality 
ground truth. This is particularly true when large datasets 



are needed to avoid overtraining and to effectively learn 
models that incorporate the ambiguities and inconsistencies 
that one finds with genre. 

To further complicate matters, not only are new genres 
introduced regularly, but the understanding of existing gen-
res can also change with time, which can necessitate re-
training of systems and re-annotation of ground truth. The 
need for a large training set also has implications in terms 
of machine learning. Powerful learning algorithms such as 
support vector machines or AdaBoost are needed to model 
highly complex genre spaces effectively, but many of the 
most powerful algorithms do not scale well. 

In terms of actual software performance to date, no sys-
tem has yet achieved sufficiently high success rates to 
make it usable in realistic situations. For example, the 
highest success rates in the MIREX 2005 audio genre clas-
sification contest were 75% and 87% when classifying 
among ten and six genres, respectively, and the highest 
rates were 46% and 86% in the symbolic classification 
contest for 38 and 9 genres, respectively [23]. Furthermore, 
it has been observed that recent systems that assess audio 
similarity in general using timbre-based features have 
failed to achieve major performance gains over earlier sys-
tems [24]. It is clear that fundamentally new approaches 
are needed if automatic genre classification is to become 
practically viable. 

4. Arguments in Favor of Using Genre 
Before proposing ways of overcoming the serious issues 
described in the previous section, it is appropriate to first 
emphasize the usefulness of automatic genre classification. 
It has been suggested in a number of discussions that genre 
is a hopelessly ambiguous and inconsistent way to organize 
and explore music, and that users’ needs would be better 
addressed by abandoning it in favor of more general simi-
larity-based approaches. Those adhering to this perspective 
generally hold that genre is only a subset of broader simi-
larity research and has only been worth pursuing as an ini-
tial limited stage of research where features and learning 
algorithms can be developed, compared and refined. 

Although it is true that genre is in some ways a subset of 
the more general similarity problem, genre involves a spe-
cial emphasis on culturally predetermined classes that 
makes it worthy of separate attention. Even similarity 
measurements that involve cultural features such as playlist 
co-occurrence tend to be based on individual preferences 
rather than genre’s more formal sociocultural agreements 
(see Section 2). In essence, the query “find me something 
like this (relatively small) set of recordings” is intrinsically 
different from “find me something in this generally under-
stood genre category,” which could encompass a poten-
tially huge set of recordings and which is based on cultur-
ally determined categories rather than more content-
oriented or  individually defined similarity.  

This highlights the importance of cultural features and 
the ever increasing variety and scale of metadata that can 
be mined from the web. Relatively little attention has been 
given to these types of features to date, yet they could well 
hold the potential to surpass current limitations on classifi-
cation performance. The potential of such features will 
continue to increase as more metadata becomes available 
on the web and in recordings themselves. 

The question remains whether genre classification is 
useful to end users, or simply an awkward and obsolete 
labeling system. Although browsing and searching by genre 
is certainly not perfect—and alternatives are always worth 
researching—end users are nonetheless already accustomed 
to browsing both physical and on-line music collections by 
genre, and this approach is proven to be at least reasonably 
effective. A recent survey, for example, found that end 
users are more likely to browse and search by genre than 
by recommendation, artist similarity or music similarity, 
although these alternatives were each popular as well [25]. 
Resources such as the AllMusic Guide [21], which use 
labeled fields such as genre, mood and style are commonly 
used, while alternative similarity-based interfaces have yet 
to be widely adopted by the public, despite the increasing 
media attention that they have been receiving.  

Labels such as genre and mood have the important ad-
vantage that they provide one with a vocabulary that can be 
used to discuss musical categories. Conversations concern-
ing more general notions of similarity quickly become 
bogged down due to the necessity of making frequent ref-
erences to musical examples. Moreover, such discussions 
can be unclear in terms of which dimensions of similarity 
are being considered.  

MIR researchers should avoid adopting a patronizing 
approach where they insist that end users abandon a form 
of music retrieval for which they have a demonstrated at-
tachment and which they find useful. A better approach is 
to recognize and utilize genre in MIR systems while at the 
same time also presenting alternatives utilizing more gen-
eral similarity that can also be useful, potentially in entirely 
different user scenarios. 

Once one accepts the usefulness of genre for end users, 
the utility of automatically classifying the genres of re-
cordings stored in music databases becomes clear. Al-
though the time needed to label training data and the noisi-
ness of existing annotations have already been presented as 
serious problems when training automatic genre classifiers, 
the difficulty of manually labeling the entirety of huge and 
rapidly growing databases is much greater. 

Also, similarity research has many of its own problems 
related to ground truth ambiguity and subjectivity, particu-
larly when it comes to evaluating systems and comparing 
their performance. It is therefore inconsistent to suggest 
similarity as an alternative to genre classification specifi-
cally because of problems relating to ground truth. 



Musical genre also has significant importance beyond 
simply its utility in organizing and exploring music, and 
should not be evaluated solely in terms of commercial ap-
plicability. Many individuals actively identify culturally 
with certain genres of music, as can easily be observed in 
the differences in the ways that many fans of death metal or 
rap dress and speak, for example. Genre is so important to 
listeners, in fact, that psychological research has found that 
the style of a piece can influence listeners’ liking for it 
more than the piece itself [26]. Additional psychological 
research has found that categorization in general plays an 
essential role in music appreciation and cognition [27].  

Research in automatic genre classification can also pro-
vide valuable empirical contributions to the fields of musi-
cology and music theory (e.g., [28]). Genre research that 
forms correlations between particular cultural and content-
based characteristics or that involves ontological structures 
that can successfully map genre interrelationships can also 
have important musicological significance. 

5. Improving Automatic Genre Classification 
There is truth to the criticisms that genre classifiers appear 
to have reached a maximum in performance, but there is no 
evidence that this is a ceiling that cannot be surpassed. Al-
though continuing minor refinements are not likely to ac-
complish much, there are a number of major changes to 
how automatic genre classification is approached that 
could result in significant improvements. 

Most genre classification systems to date have utilized 
primarily low-level features relating to timbre. It is not 
surprising that the performance of such systems has been 
limited, as timbre represents only a relatively small part of 
what humans consider when they classify music. High-level 
features based on musical abstractions are central to com-
posers and performers and, as discussed in Section 2, many 
musicologists hold that cultural information beyond the 
scope of musical content is of paramount importance.  

Each of these three types of features can encompass sig-
nificantly different information, and combining features 
from the different groups could significantly improve suc-
cess rates. Promising results have already been attained by 
combining high-level features with automatic feature selec-
tion [4, 18], and it has been experimentally demonstrated 
that combining cultural features mined from the web with 
low-level features can significantly improve performance 
over low-level features alone [29]. Although cultural and 
high-level features can be more difficult to extract than 
low-level features, extensive existing research in text min-
ing can be taken advantage of to extract cultural features 
from the web, and improvements in transcription technol-
ogy are making high-level features increasingly accessible 
in audio recordings as well as symbolic recordings.  

An additional important issue that has rarely been ad-
dressed by published systems is that it should be possible 
to assign multiple genres to individual recordings, both in 

terms of classifier output and ground truth. Research in 
fuzzy logic should also be considered, and class member-
ships should be weighted, even if only casually. Although it 
can be argued that this puts an even greater load on annota-
tors, weights do not have to be perfectly precise, as the 
point is simply to allow one to express some general sense 
of the relative importance of different genres. Allowing 
annotators to assign multiple labels could actually make 
their work easier, as they could express their real views 
without being confined to awkward artificial classification 
schemes. Most importantly, this approach would signifi-
cantly improve the quality of ground truth, and would make 
the evaluation of systems more realistic.  

Ground truth collection and labeling should be consid-
ered high priority goals in and of themselves. The construc-
tion of custom training and testing databases have tradi-
tionally comprised only a small part of larger projects, and 
as such have not received the attention that they warrant. 
Although some researchers have used existing collections 
such as Magnatune or Epitonic rather than constructing 
their own databases, they have generally not made serious 
efforts to refine and correct the provided metadata, which 
can be inconsistent or even incorrect, and have often failed 
to ensure that the music in such collections is representa-
tive of the commercial music that most users are actually 
interested in. 

In general, training and testing databases tend to be too 
small to be sufficiently diverse or to average out annotation 
noise. Annotations also tend to be error-prone due to the 
limited expertise of individual annotators, insufficient time 
for thoughtful annotations and biases due to the needs of 
particular systems. Trained models and evaluation metrics 
can ultimately only be as good as the ground truth that they 
are built upon, and the need for high-quality ground truth 
must be addressed before truly successful systems can be 
produced. Research should therefore be performed on dif-
ferent ways of constructing and maintaining research data-
bases, including comparisons of methodologies such as 
using panels of experts, general surveys and automated 
web-based mining of ground truth labels.  

Another issue is that recordings are often annotated as 
groups based on artist or album. Although this can be ef-
fective in some limited cases, it is almost always problem-
atic if sufficiently fine genres are being considered. For 
example, although one might label Christina Aguilera in 
general as pop, a thoughtful annotator might label some 
songs as pop ballads, some as dance pop and some as 
R&B. Furthermore, some artists (e.g., Neil Young or Miles 
Davis) have had such musically diverse careers that at-
tempting to label all of their work with even a fairly broad 
genre is unrealistic. Serious efforts must therefore be made 
to annotate databases on a song by song basis. 

It is also important to pay careful attention to the palette 
of genre labels that can be assigned to recordings. Expert 
opinion, general surveys and web mining could once again 



prove useful. Genre labels must be chosen that actually 
represent categories that users are interested in and that do 
not force annotators to make artificial decisions. Also, 
there should be many different candidate genres, including 
both coarse and broad categories. The common practice of 
using only ten or so categories is very unrealistic. Elec-
tronic dance music alone can easily be broken into twenty 
or thirty sub-genres, for example. 

Incorporating some sort of ontological structure that 
maps the interrelationships and intersections between genre 
categories could also be highly beneficial. This would not 
only provide annotators with a helpful framework that 
could aid in synchronizing differences of opinion, but 
would also allow the use of structured classification strate-
gies. Research has already found that even a simple hierar-
chical classification strategy that allows individual catego-
ries to appear in multiple branches can result in improved 
success rates [18]. The use of ontological genre structures 
would also provide end users with a structure to use when 
browsing music collections, and would allow exploration at 
different levels of granularity. A user only mildly interested 
in electronic dance music might be happy with an overall 
classification such as techno, for example, while other us-
ers would require many finer categories that might confuse 
the first user. The “emergent” approach proposed by Au-
couturier and Pachet [14] could prove useful in construct-
ing such ontologies.  

An additional issue is that some forms of misclassifica-
tion are far more significant than others. Misclassifying 
hard rock as heavy metal, for example, is less serious than 
labeling it ragtime. Failure to consider this during training 
and evaluation could limit the quality of a learned model. 
An ontological structuring as discussed above has the addi-
tional advantage that it could help to implement realistic 
penalization schemes during training and evaluation. 

Yet another issue is that not only can different parts of a 
single recording belong to different genres, but different 
sections of a recording might be representative of the same 
genre in different ways. The verse and chorus of a pop 
song, for example, will be different from each other but 
will still both be characteristic of pop songs. Alternatively, 
different sections of a recording can belong to different 
genres, which might in itself be indicative of a broader 
genre (e.g., rap metal). In essence, different sections of a 
recording can correspond to separate clusters that may or 
may not belong to the same class, which means that indi-
vidual recordings should ideally include segmented labels. 
This also means that averaging features over long windows 
or over an entire recording in order to make a single classi-
fication can be a limiting approach. 

The structure of a piece and how it evolves over time 
can also be highly indicative of a genre. Examples include 
sonata form or twelve-bar blues form. This means that even 
classifying small windows of a recording independently 
can potentially ignore important information. Utilizing fea-

tures that encapsulate changes over time and/or classifiers 
with memory (e.g., hidden Markov models or recurrent 
neural networks) is a potentially effective approach that has 
been largely neglected to date. A pre-processing system 
that segments recordings based on form could also help, 
not only by allowing musically meaningful window sizes to 
be set dynamically, but also by generating new features 
delineating form. 

An additional issue, from a musicological perspective, is 
that researchers often use statistical techniques such as 
principal component analysis to reduce feature dimension-
ality. Although fine when considered purely in terms of 
success rates, this limits the quality of results from a theo-
retical perspective, as one loses potentially meaningful 
information about which musical qualities are most useful 
in different contexts. A more profitable approach, from a 
musicological perspective, might be to use feature selection 
techniques that reduce dimensionality while maintaining 
the original identity of the features, such as forward-
backward selection or genetic algorithm-based selection. 

There is also an important need to perform further psy-
chological research on human genre classification. Studies 
should compare the classification differences between ex-
perts and non-experts, as well between individuals of dif-
ferent ages, cultures and musical backgrounds. This could 
prove beneficial not only in learning how to improve 
ground truth, but also in developing different systems that 
meet different user needs. A musicologist, a record indus-
try scout, a teenaged consumer and a librarian, for exam-
ple, will all have very different needs, and successful sys-
tems should be able to address such varied needs.  

6. Conclusions 
Automatic genre classification is a difficult and problem-
atic task that nonetheless has important value in terms of 
both pure research and commercial application. Continuing 
research in automatic genre classification has much to of-
fer, as does parallel research involving other aspects of 
musical similarity. 

Automatic genre classification performance appears to 
have fallen into a local maximum recently, and serious 
modifications to the approaches used are needed in order to 
realize further improvements. The highlights of the sugges-
tions offered in this paper are as follows: 

• Information from low-level, high-level and cultural features 
should be combined. 

• Each recording should be permitted to have more than one 
genre label, and labels should be weighted. 

• A large number of realistic and diverse candidate genre labels 
of varying breadth should be used, and these genres should 
be organized into ontological structures. 

• Misclassification penalties in training and evaluation should 
reflect the varying similarities between different genres. 

• It should be possible to label different sections of a recording 
differently, and windows should be classified individually. 



• Sequential classifiers and features that can encapsulate how 
recordings change over time should be experimented with. 

• Dimensionality reduction techniques that preserve the origi-
nal meaning of features should be used. 

• Existing psychological, musicological and music theoretical 
knowledge should be taken advantage of by MIR researchers, 
and new empirical research in these domains should be per-
formed to help fill the gaps in our understanding of musical 
genre and of how humans classify music. 

Most importantly, all areas of MIR research could bene-
fit from a concerted effort to develop carefully annotated 
music datasets that include varied metadata such as genre, 
mood, groove, composer, performer, lyrics, meter, chord 
progressions, instruments present, etc. Limited and/or 
poorly annotated ground truth is a problem that has an ef-
fect well beyond the scope of genre classification in limit-
ing MIR research, and the benefits of a large-scale effort to 
construct high-quality ground truth would more than justify 
the extensive work needed to do so. 
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