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The biological neuron consists of a core, dendrites for incoming information, and an axon with dendrites for outgoing information that is passed to connected neurons. If the incoming information has exceeded a certain threshold, the neuron is activated and passes information along to its connected neurons. If the incoming information is too low, the neuron will be inhibited and no information will be transmitted any further [1].





Neural nets are made up of artificial neurons. Just like the biological version, these artificial neurons have an input, a core and an output. The input to these neurons is processed by a propagation function that adds up the incoming values. The resulting value is compared with a certain threshold value by the neuron's activation function, also known as a transfer function. If the input exceeds the threshold value, the neuron is activated, otherwise it's inhibited. An activated neuron sends an output on its outgoing connections, called weights, to all connected neurons [1].





These neurons are grouped in layers called neuron layers. Usually each neuron of one layer is connected to all neurons of the preceding and following layer. The incoming information is propagated layer-by-layer from the input layer to the output layer. The layers in between are called hidden layers [2].





The learning process for neural nets can be supervised or unsupervised. Supervised learning simply means that for every input there is a target output that the neural net needs to achieve. The learning process is an algorithm that changes the weights of the neural net such that an input results in the proper output [3].





The following graphic and table below will be used to illustrates a forwardpropagation type of neural net. This simple neural net will be used to describe the general concept behind the learning process.
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This is an example of supervised learning. The first input pattern 0 1 has a target pattern of 0. The initial weights in the graphic of 0.35 and 0.81 are random. As was mentioned above, the learning process has the goal of changing these weights so that all input patterns result in the proper target patterns. Starting with the input pattern of 01, the 0 will be input into the left neuron, while the 1 will be input into the right neuron. The inputs are multiplied by their respective weights and then added together (0 * 0.35 + 1 * 0.81 = 0.81) resulting in 0.81. However, the target pattern for this input pattern was supposed to be 0 which means that there is an error of -0.81 between the target pattern of 0 and the actual value that resulted (0 - 0.81). Thus the weights must be changed in order to yield a better result the next time around. In order to do this a learning rate is used to arrive at the new weights. This learning rate is set to 0.25 in this example, and could be thought of as the incremental steps that are made by the learning process towards the proper target pattern [1]. The new weight values are arrived at as follows:


�





New left weight: 0.35 + 0.25 * 0 * (-0.81) = 0.35 (unchanged)


New right weight: 0.81 + 0.25 * 1 * (-0.81) = 0.6075





Now we try the second input pattern 1 1 using the new weights:


1 * 0.35 = 0.35


1 * 0.6075 = 0.6075





As before they are added together (0.35 + 0.6075 = 0.9575) and the result is compared to the target pattern and the error is calculated (1 – 0.9575 = 0.0425). This error and the learning rate of 0.25 are then used to calculate the new weight values:





New left weight: 0.35 + 0.25 * 1 * (0.0425) = 0.360625


New right weight: 0.81 + 0.25 * 1 * (0.0425) = 0.618125





Finally we compute the net error for both operations:





(-0.81)2 + (0.0425)2 = 0.65790625





This procedure is repeated until the error for both operations is zero or very close to it.





This example is a simple illustration of a forwardpropagation learning algorithm. There are many other types of neural networks including perceptron, backpropagation, Hopfield, and Kohonen [2]. They each have different structures and learning algorithms. Applications include image processing, pattern classification and optimization to name a few. The advantage of neural networks is also its weakness. Once trained, they are fast and efficient. However, the learning process can often be impractical and time consuming.
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