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Dynamic programming is a mathematical technique for dealing with multi-
dimensional maximization problems. Its inventor, Richard Bellman, introduced it 
in 1957 as a way of solving time-varying "physical, economic or engineering 
problems" (Bellman 1957). In particular, it provides a method for dealing with 
systems of that evolve over time. His perspective is to categorize them as being 
of a certain number N stages with M decisions made at each stage. The brute 
force method would suggest computing N*M decisions, a situation which may 
soon become computationally intractable as N and M increase. This problem is 
further compounded if the system is stochastic in nature. Bellman's solution lies 
in defining the structure of an optimal policy.  That is, define a framework that 
assigns a cost metric to each decision such that the optimal solution (maximum 
or minimum cost) is derived at every stage, and is related to each previous stage.  
Chang (1972) uses this conceptual framework to outline a recursive algorithm for 
selecting the best subset of features from a larger set.  
 
This idea of optimality resurfaces in music information retrieval (MIR) research 
involving dynamic programming.  It takes another guise, however, namely the 
one posited by Rabiner and Huang (1993) in their seminal text on speech 
recognition.  The problem involved a way to compare two utterances of the same 
word.  These utterances were in the form of two vectors of short-time spectral 
features.  Practically speaking, the two utterances will be of a different temporal 
length and spectral profile, so the first problem in comparing them arises in their 
time-alignment and normalization.  "Finding the "best" alignment between a pair 
of patterns is functionally equivalent to finding the "best" path through a grid 
mapping the acoustic features of one pattern to the acoustic features of the other 
pattern." (Rabiner and Huang 1993) This amounts to finding two warping 
functions that temporally align the two spectral feature vectors.  Furthermore, 
path constraints can be added to refine the alignment, allowing for only certain 
path choices.  This alignment measure can then be used to determine how 
similar the two utterances are.  It should be noted that both the warping functions 
as well as the constraints are heuristically determined and therefore bias any 
derived measurement.  This form of dynamic programming, called Dynamic Time 
Warp (DTW), has found extensive use within MIR research. 
 
Paulus and Klapuri (2002) use DTW to measure the similarity of rhythmic 
patterns.  Their approach is similar to Rabiner and Huang’s (1993).  Nishimura et 
al. (2001), Heo et al. (2003), Guo and Siegelman (2004), and Adams et al. (2004) 
all employ DTW to align humming queries with songs in the database.  Raphael 
(2002) uses dynamic programming techniques to make a Gaussian mixture 
model of rhythm and tempo computationally feasible. 
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