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Abstract

Music dasdfication is a key ingredient for electronic
music distribution. Because of the lack of standads in
music clasdfication — or the lack of enforcement of
exging standads — there is a huwe amount of
unclassfied titles of music in the world. In this paper we
propose a method of clasdfication based on musical data
mining techniques that uses co-occurrence and
correlation andysisfor classfication. This methodall ows
for the rapid extraction d similarities between musical
tittes or artigs. We investigate the usability of radio
playlists and compilation CD databases for our data
mining technique, and we mmpare the generated results
with human similarity judgments. Based on aclustering
technique, we show that interesting clusters can reveal
spedfic music genres and allow classfyingtitles of music
in a kind of objective manner.

1 Introduction

Eledronic Music Distribution (EMD) concens the
digita transportation of music through networks. It has
been gaining attention for a number of years, due to
progess in data compresson and network
tdlecoommunications. The number of musica titles,
considering only Western music, ranges in the severa
millions. Besides issues related to copy protedion and
copyright management, the mere posshility of
trangporting these millions of music titles easily and
efficiently raisesthe isaue of content management: how to
design efficient means of accessing, retrieving and
exploring music titles?

One of the most successful approaches to this isae is
similarity-based search. Similarity-based search allows
users to find titles based on examples and counter-
examples, without the drawbacks like the language
mismatch problem [1] faced by explicit symbolic queries.

There ae threemain ways to extract musical similarities:
signal-based approaches, collaborative filtering, and data
mining. Signal-based approaches usually extract low-level
descriptors such as tempo [2], fundamental frequency [3]
or segmentation structure [4]. Current projeds are devoted
to extracting high-level descriptors (e.g. the Cuidado
European IST projed), with some preliminary results such
as rhythm structure extraction [5]. These descriptors

usualy provide grounded, objective distance functions
that can be used for similarity-based search. However, the
descriptors are not yet sufficiently sophisticated to
provide similarities at the music title level. Collaborative
filtering techniques [6] are based on the comparison of
user profiles, and they represent the main technique used
today for music recmmendation systems (Amazon,
AllMusicGuide, etc.). The advantage of collaborative
filtering is that the tedhnique is reatively simple to
implement. The main drawback is that it requires a huge
number of actua users of a given system to be
meaningful.

In this paper we study one particularly efficient means of
extracting similarity for music titles, data mining.
Although coll aborative filtering may be considered as a
particular form of data mining, it differs from the
approach followed here in that it is based on subjedive
information (user’s dedared taste or rankings).

In this paper we consider techniques that use various
sources of more objective information about music titles.
Therest of the paper is organized as foll ows: in sedion 2,
we describe the background for musical data mining and
identify corpora on which this technique can operate.
Sedion 3 explainsin detail the processof extracting titles
and establishing similarity measurements between them.
In sedion 4, we anadyse the results of our different
tedhniques and compare them with human judgments of
similarity between music titles. In sedion 5, we discuss
diredions for future work.

2 Musical Data Mining

Thenotion of similarity isa complex one. For music, it
is particularly complex because there ae numerous
dimensions of similarity: objedive similarity based on
musical features such as tempo, rhythm, timbre, but also
less objedive features such as musicd genre, persona
history, social context (e.g. music from the 60's), and a
priori knowledge (e.g. the rdation between The Beatles
and Paul McCartney).

Since we are looking for purely automatic methods of
similarity detection, it is difficult to make a priori
digtinctions regarding the nature of the similarity we
extract. In afirst gep, our aim is 1) to determine whether
data mining techniques can actually discover any kind of
relevant similarity between music titles, and 2) to



characterize as much as posshle the nature of these
similarities, and if possble compare them with other
sources of similarity discovery.

In this gudy, we coose to use a well-known tedchnique
used in statisticd lingugtics: co-ocaurrence analysis. Co-
occurrence analysisisbased on asimpleidea if two items
appea in the same mntext, this is evidence that there is
some kind of similarity between them. In linguistics, co-
occurrence analysis based on large crpora of written and
spoken text has been used to extract clusters of
semanticdly related words [7]. Similarity measurements
based on co-occurrence ounts have been demonstrated to
be cognitively plausible [8].

Here we do not se&k to model the agnitive processes
underlying similarity judgments in music, but we wish to
smply compute similarity in various corpora, and
evaluate our resultsfor the purpose of EMD applications.
The first task in applying co-occurrence techniques is to
identify relevant corpora. We have investigated two
posshble such sources: radio programs, and databases of
compil ation CDs.

2.1 Radio programs

The rationale behind analysing radio programs is that
usualy, at least for certain radio stations, the doice of the
tittes played and the coice of their sequence is not
arbitrary. The radio programmer has, in general, a vast
knowledge of the music he or she plays on air, and this
knowledge is predsdy what gives the program its
characteristic touch. For instance some radio stations
spedalizein back catalogues of the sixties (in France eg.
Radio Nostalgie ad Europe 2), others in non-
contemporary classcal music (Radio Classque), and yet
others have more diverse @talogues (such as FIP/Radio
France). In al cases, however, the titles and their
sequencing are caefully selected in order to avoid
breaking the identity of the program.

It is this very knowledge (choice of titles and choice of
sequencing) that we wish to utilize by data mining. Here,
the @-ocaurrence analysis consists in testing how titles
are actually chained together.

Several thousands radio stations exist in the ocddenta
world, and many of them make their programs available
on the web, or through various centra organizations, such
as Broadcast Data Systems. For our experiments we have
chosen a French radio station that has the advantage of not
being spedalized in a particular music genre; Fip (Radio
France).

2.2 Track Listing Databases

Another important source of information is actual CD
albums, and in particular, samplers (compilations).
Compilations, either official ones produced by labels, or
those made by individuals, often cary some overall
consistency. For instance titles on compilations sich as
“Best of Italian Love Songs’, “French Baroque Music”, or

“Hits of 1984' have eplicit smilarities of various rts
(here, social impact, genre, and period). Our main
hypothesis is that if two titles co-occur in different
compil ations, this reinforces the evidence of some form of
similarity between them.

3 Extracting Similarities

The automated extraction of similarities based on co-
occurrence anaysis requires three main steps. 1)
information gathering, 2) music title ad artist
identification, and 3) co-occurrence aralysis per se.

3.1 Information gathering

Web robots were implemented to automaticdly query
the web servers containing appropriate information. The
output of this phase is a collection of text files, each file
representing either an abum, a radio program, or any
document containing at least two music titles, said to be
co-ocaurring, asillustrated in Figure 1, 2 and 3
The tedhnique @nsists in first identifying a sample
database. We have conducted experiments with databases
of various szes as described below. For every pair of
titles in the database we perform a query in each of the
data sources, to look for documents containing bah items.
In the @se of radio programs, this query is dightly
modified to ensure that the two titles are actualy
neighbaurs in the play list. We assume that co-occurrence
isasymmetricd function so thereisatotal of n(n - 1)/ 2
queriesto perform for a database of sizen.

Tracks ont his CD
Tears F or F ears -
Rul e The Worl d
Split Enz - Message To MyGirl

Suzanne Vega - Marlene OnThe Wall

The Bluebell s - Young AtH eart

James Brown - | GotY ou (IF eel Good)
The Christian s - Harvest OfT he World
Big CountryF ields Of Fire

Roger Daltre y - Gving ItA ||l Away

The MoodyBlues - N ghts InWhite Satin
The Missio n - Butterfly OnA Wteel
Curiosity Killed The Cat - Down To
Eart h

Everybody Wants T o

Wa NotWas - Papa Was A RollingS tone
D.N. A Featuring Suzanne Vega - Toms
Di ner

Arny OfL overs - Gve MylLife
Yell o - The Race

Figure 1 Example of a CDDB track listing. All titlesin
this compilation are said to be w-occurring. CDDB is
alarge CD databasethat is avail able on the web.



2: 50 CUNNIE W LLI AMS MY FATHER S
W®DS COM N FROM THE HEARTOF THE
GHETTO (1994 Y O MAMR)
2:54 GILS COTT HERON NEW YORK
CITY GLORY...THE GILS COTT HERON
CQLLECTI ON (1977 A RI STA)
2: 59 STEELY DAN GASL| GHTI NG ABBIE
TWO AGAINST NATURE (200 0 BMG)
3: 05 EDDY M TCHELL HIP HUG HER J
Al DES GOUTS SIMPLES
3: 10 CHRIS J 0SS THE MANWTH A
SU TCASE MUSI C FROM THE MANW TH
A SUI TCASE (1999 PULP FLA)
3: 14 TEARS FCR FEARS
WATS TO RULE THE WORLD
(1992) (1985E PIC)
3: 18 NEY MATOGROSSO PCEMA OLHOS DE
FAROL (1999 E MARCY)
3:22 SMAJ  GLOGG EQU LI BRI STE
(1999 MELT 200)
3: 27 PORTISHED ONLY YOU
SINGLE 2 T | TRES (1998 G O BEAT)
3: 30 BOBBY VOVMACK SUMMVERTI ME ~ RED
HOT (1998 A NTI LLES)
3: 36 DIRECTION MI CHEL PLASSON
BERCEUSE ENRE MAEUR  FAURE: L
OBWRE D ORCHESTRE VOL | |/ PLASSON
(1979 EMI)

EVERYBODY
S FRI ENDS

Figure 2 An excerpt of a Fip Radio program. Each
title co-occurswith itsdirect neighbours.

http://www.amazon.com...
.1.é62-1966: The Red Album by the Beatles
bisc: 2- 12 Eleanor Rigby

Comment from a customer:

“Still, with just about every song here an
absolute classc (the remainder are smply
"gred"), this essential album is as important
to pop as Beethoven's symphonies and
Mozart's Requiem areto classical music.”

Figure 3 An excerpt of a web page (on Amazon)
containing both occurre nces of “Eleanor Rigby”, “The
Beatles’, “Mozart”, and “Requiem”, thereby
incrementing by one the number of co-occurre nces of
these two titles.

3.2 Titleldentification

An important next step is then to actually identify the
music titles and artists, based on the textual information
provided by the various surces. This is a difficult
problem indeed, because most of the time the title
information in input by hand, by various kinds of people
(in CDDB, it can be any individual), and without any
general syntactic rule. Although the music industry has
defined a standard music title reference (the ISRC code),

it is usually not used for referencing music titles in
existing information databaesesuch as the ones wsed here.
For instance, atitle such as Eleanor Righby by The Beatles,
could appea under a variety of formats such as

— TheBeatles—Eleanor Righy,
— Eleanor Rigby / Begtles, The
— ELEANOR RGBY; Bestles, Revolver — Track
2,
Etc.

We have designed a system that infers the most
probable syntax from a given colledion of track names,
and is able to eventually identify the atist name (eg.
“THE BEATLES"), in a non-ambiguous fashion, and the
title name (“ELEANOR RIGBY”) with a high degree of
success Additionally, an ad hoc indexing procedure
allows matching artist and title names independently of
spedal characters, separators, and non-digit or letter
characters. Spedal rules have also been introduced to
handle frequent cases such as artist with or without “The”
(e.g. Bedtles appea dso as THE BEATLES, or as
BEATLES, The).

3.3 Co-Occurrence Analysis

Co-ocaurrence analysis consists in building a matrix

with all titles in row and in column. The value at (i, j)
corresponds to the number of times that titles i and j
appeaed together, either on the same sampler, on the
same web page, or as neighbours in a given radio
program. To define an actua distance function, we need
to take into acoount several important factors.
Firg, two titles may never co-occur diredly, but they may
each co-ocaur with a third title. The distance function
should take such indired co-occurrence into acoount.
Second, becuse we want to assss both the soundness
(al found similarities are ‘goad’) and completeness (al
‘good’ simil arities are found) of the extracted similarities,
we nedl to restrict the validation to a close @rpus of titles
that can then be used for comparisons with human
similarity judgments.

Given a corpus of tittes S = (T, ..., Tyn), we mmpute
the @-ocaurrencebetween all pairsof titles T; and T;. The
co-ocaurrence of T; with itsaf is smply the number of
occurrences of T; in the @mnsidered corpus. Each title is
thus represented as a vedor, with the amponents of the
vector being the @-ocaurrence ®unts with the other
tittes. To eiminate frequency effects of the titles,
components of each vedor arenormalized according to:

Co0C orm (I‘ T 2)= ECOOC(Tl 1l 2) + COOC(T ’ ’Tlga/z

Cooc(l’l ,Tl) Cooc(l’2 T?




The normalized co-occurrence values can diredly be used
to define a distance between titles; this distance will be
expressd as.

Dist;y(T% T2) = 1 — CO0Crorn(T?, T2)

This first distance will be used to give what we will call
direct similarity between titles, because it is based on the
co-ocaurrenceitsalf and does not reveal indired links that
a title can have with other titles. Example: if “Eleanor
Righy/The Bestles” co-occurs with “Good Vibration /The
Beach Boys’ and “Goad Vibration/The Beach Boys' co-
occurs with “God only knows/The Beach Boys’, the @-
occurrence measure will not show similarity between
“Eleanor Righy” and“Godonly knows”.

A measure of similarity that takes such indired links into
acoount is the corrdation between the vedors
representing two songs. If bath songs are equal and their
vectors point in the same diredion, the rreationis 1. If
they do not share any components and are orthogond, the
correlation is -1. Given that the vectors are normalized,
we @n compute the correlation between two titles T* and
Cov,

T?as:
sm{rl,Tz): —_—
4 Coy,; xCoV, ,

where Cov; , isthe covariance between T* and T? and:

cofr 12)= (- )x(r? - 1))

E isthe mathematical expedation and p; = E(T").

We then define the distancebetween T* and T?as:
Dist,(1,72)=1- L+ sim{r*,72))/2

The @rrelation analysis can also be performed with
artigs themselves instead of titles. Two samplers can
contain the same atists with different titles, and a radio
can broadcast different titles conseautively from two
artigs only. Asaming that an artist generally has a
characteristic style and all songs of one atist are similar
to each other, we can apply this artist-based analysis
especialy when the database issmdl.

In the analyses described below we will also discussartist
based analyses.

4 Assssng the extracted similarities

There ae several vaidation experiments that can be
performed to assessthe quality of the similarities resulting
from the data mining approaches. The most general
situation is illustrated in Figure 4. A general evaluation
would consist in assesdng the respedive size of the

intersedions between 3 sets. 1) human similarity
judgments, 2) similarity extracted by radio co-occurrence
3) similarity extracted by sampler co-occurrence

A complete evaluation would therefore consist in
answering the foll owing questions.

- Consistency: are the human judgements consistent?
Arethere mnsensua similarities? Are the similarities
extracted from radio proggams and samplers the
same?

- Soundness do the extracted similarity al correspond
to human judgement?

- Completeness are dl possble human similarities
extracted?

It is of course difficult to prove any of these assrtions, as

this would imply a user evaluating all possble titles

(several millions). What we @an do, however, is test them

on small subsets.

Radio

Human

Music Server

Figure 4 Assesdng similarities; how do the various
similarities actually match?

For the esaluation, we have defined three such subsets of
the databases. One very small (12titles), one mnsisting of
80 frequent titles played on the sdeded radio station
(Fip), and one made up d 100 artigs only selected by
hand so as to represent different genres. Similarity
analysis of artistsinstead of titl es gives better resultson a
small set of items.

The dustering technique performed is the Ascendant
Hierarchica Clasdfication [9]. We @l co-occurrence
clustering the dugtering applied to co-occurrences values
expressed as distances. We all correlation clustering the
clustering applied to correlation values expressed as
distances.

4.1 Experiments

We illustrate our approach here with some results
using the database of 12 titles, and with some results
using the database of our 100 artists (chosen as the most
frequent artists appeaing on the radio station).

The dustering trees for the 12 titles produced based on
the CDDB are illugrated in figures 5 and 6 Each
clustering produces a tree The roa node contains
implicitly al the titles. The numbers between parentheses
indicéte the respedive min and max distarce ketween two



titlesin the duster. Digances are between O (two titles are
completely similar, i.e. co-ocaurred with exactly the same
other titles) and 1 (never co-ocaurred). Since none of the
seleded titles of this 12 title set actually co-occurred in
the radio corpus dudied (over 1 year), a cluster analysis
based on that surcewas not done.

r—— The Beach Boys - God only khows
(048,053

46, 046)

{ The Beach Boys - Good wibrations
[
The Beach Boys - California girls

m30,10
—— The Beatles - 41l wvou need is lowe

The Beatles - Eleanor righv
(030, 048) —@.46,0.45)
The Eeatlez - Michelle

(00, 1.0y itan getz - Girl from

Mozart - Regquien

Wes Montgomery - Midnight Mood
(on. o
Jim Hall - Body and Foul

(00, 1.0

@0, 1m Madonna - Music

(03750375
Tina Turner - Goldeneye

Figure 5 CDDB co-occurre nce dustering.

The Beatles - Michelle
(0.14,049) The Beatles - All you need is lowe

Madomna - Music

The Beatles - Eleanor rigby
00,10

The Beach Boys - God only khows

The Beach Boys - California girls

The Beach Boys - Good wibrations

(013,013
Stan getz - Girl from

Tina Turner - Goldeneye
(0505
Mozart - Requien

(05,059 Wes Montgonery - Midnight Mood

(054,054)
Jin Hall - Body and Soul

Figure 6 CDDB corréation clustering.

Both figures 5 and 6 show interesting results. spedfic
music genres are quite well distinguished. For instance
the two jazzguitar titles (Jim Hall and Wes Montgomery)
are dustered together in the process in bath the -
occurrence and the arrelation trees. Titles from the same
artig tend to be grouped together (The Beach Boys, The
Beatles). Distance values are smaller (i.e., clusters are
more tight) for the correation clustering which might
therefore be preferable for thiskind of similarity anaysis.
For genera genres (Clasdcd) the database is too small
here to draw any general conclusion.

Finaly, it is interesting to note that the Mozart title is
actually clustered with Tina Turner/Goldeneye in the
correlation clustering. The distance here is 0.5, making it
a meaningful result as opposed to the distance of 1.0 to
Stan Getz in the m-occurrence dustering. This deteced
similarity comes mainly from incidental co-occurrences of
the two pieces (individual play lists published on the
web), although in this case it can be agued that the
symphonic nature of the soundtrack of Golden Eye is
somewhat close to the symphonic orchestra playing the
Requiem.

Regarding to the dusterings for 100 artists, we tried to
ched the mnsistency of similarities by comparing human
judgments with the results obtained from CDDB and the
FIP radio program. Five persons with a good knowledge
of music (Sony CSL, Sony Music) were asked to give
their judgment on the ectracted similarities. The result of
these judgmentsis $own in table 1.

Leaves of
simlarity trees
(Level 1 clusters)
al one (2 artists)

good wr ong
clustersicl usters| unknown

FIP co-occurrence

cl ustering 70% 25% 5%
CDDB co- occurrence

cl ustering 76% 15% 8%
FIP cor rel ation

cl ustering 53% 43% 4%
CDDB correl ation

cl ustering 59% 30% 11%

Level 2 clusters
with 3, 4 or 5
artists

FIP co-occurrence
cl ustering 28% 72% 0%

CDDB co- occurrence
cl ustering 54% 23% 23%

FIP cor rel ati on
cl ustering 47% 38% 17%

CDDB correl ati on
cl ustering 74% 19% 7%

Table 1 Human judgment of generated CDDB and
FIP-based similarities

We differentiated level 1 from level 2 acaording to their
meaning: single dusters with 2 artists can be considered
asdired similaritieswhereas clusterswith 3, 4, or 5 artists
are onsdered as indired similarities. For instance 2
artigs e in a sampler or conseautively in a radio
program are diredly similar. If one artist is e in two
samplers with two different artists, or twice in a radio
program with two different artists conseautively, these
two artistsareindiredly smilar.




The best results are given for clusters composed by two
items in the -ocaurrence treg bath for the FIP and the
CDDB data. Thisresult indicaes that artists or titles from
the same sampler or appeaing conseadtively in the radio
program show strong similarities. The crrelation treefor
such clusters gives worse results even if good clusters gil
acoount for more than haf of al clusters. Two artists or
titles indead can be similar but the link between them is
less evident, example in the previous paragraph: “The
Beatles / Eleanor Righy” grouped with “Madonna /
Music’ ingead o another title from the Beatles.

However, the orrelation clugering shows very good
results considering bigger clugers. Figure 7 shows two
parts of the crreation clustering applied to 100 FIP
artigs:

Rolling Stones

Tom Jones
—4(02{02%
Phil Collins
John Lennon
The Eeatles
(013,038 |i0.13,028)
The Beach Bowys
(013,013
Cranherries
Eeastie Eoys
(032,038
Eill Ewans
PFat Metheny
———{E§22,0223
Oscar Peterson

(022, 058) Pink Martini
—EIIZE‘,DZ.‘S‘]

Muincy Jones

(029, 034

(0.13,053)

(0Z2,047

Figure 7 Part of the 100 FIP artists corr elation
clustering.

The firg part showed includes well-known sixties music
and rock music atigs, whereas the second part contains
jazz artists. The @-occurrence analysis also shows
surprising results with “Beastie Boys’, a rock music
group, clustering with “Bill Evans’, ajazz musician. This
result could indicate similarities between the two titles
that are non-superficial.

The oorrelation clustering generally indicatesthat itemsin
a bigger cluster tend to be dasdfied according to their
gspedfic music genres, whereas the @-occurrence
clustering is better suited for small clusters, indicating
similarities between two titles only.

5 Conclusion

We have introduced co-ocaurrence techniques to
automaticdly extract musical similarity between titles or

between artists. The technique yields a distance matrix for
arbitrary sets of items. It was applied to two different
music sources, and experiments were nducted on
varioustitle and artist databases.

These experiments are till in progress but preliminary
results on smal databases dow that the tednique is
indeed able to extract similarities between items, as
demonstrated by the andysis of the resulting clusters.
Basic similarities sich as common artist and basic genre
are recognized, which validates the technique per se.
Characterizing the nature of the extracted similarities is
trickier. Besides common artis similarities, two main
kinds of similarity relations for CDDB were identified:
thematic/genre similarity, and smilarity of period
(coming probably from the abundance of “best of the
year” samplers).

For the radio (FIP), the similarity relations are quite
different. Current experiments on a database of 5000titl es
show that artist consistency is not enforced as
systematically as in the other data sources. Moreover, the
similarities are more metaphoricd, and in some sense less
obvious, and therefore often moreinteresting. They can be
of various kinds. 1) covers, eg. “Lady Madonna’ by the
Baroque ensemble is close to “Ticket to Ride” by the
Beatles, 2) ingrument / orchestration (e.g. Eleanor Righy
and a Haydn quartet, 3) based on title names or actual
meaning of the lyrics (e.g. Kiss- Prince doseto Le Baiser
- Alain Souchon).

Besides caling-up these experiments to larger databases,
future work will focus on the integration of these different
sources of similarity, and their actual use in EMD
systems.
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