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Abstract

We present an efficient algorithm to retrieve similar music
pieces from an audio database. The algorithm tries to cap-
ture the intuitive notion of similarity perceived by human:
two pieces are similar if they are fully or partially based
on the same score, even if they are performed by different
people or at different speed.

Each audio file is preprocessed to identify local peaks
in signal power. A spectral vector is extracted near each
peak, and a list of such spectral vectors forms our interme-
diate representation of a music piece. A database of such
intermediate representations is constructed, and two pieces
are matched against each other based on a specially-defined
distance function. Matching results are then filtered accord-
ing to some linearity criteria to select the best result to a
user query.

1 Introduction

With the explosive amount of music data available on
the internet in recent years, there has been much interest
in developing new ways to search and retrieve such data
effectively. Most on-line music databases today, such as
Napster and mp3.com, rely on file names or text labels to
do searching and indexing, using traditional text searching
techniques. Although this approach has proven to be useful
and widely accepted, it would be nice to have more sophis-
ticated search capabilities, namely, searching by content.
Potential applications include “intelligent” music retrieval
systems, music identification, plagiarism detection, etc.

Most content-based music retrieval systems operate on
score-based databases such as MIDI, with input methods
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ranging from note sequences to melody contours to user-
hummed tunes [2, 5, 6]. Relatively few systems are for raw
audio databases. Our work focuses on raw audio databases;
both the underlying database and the user query are given
in .wav audio format. We develop algorithms to search for
music pieces similar to the user query. Similarity is based on
the intuitive notion of similarity perceived by humans: two
pieces are similar if they are fully or partially based on the
same score, even if they are performed by different people
or at different tempo.

See our full paper [12] for a detailed review of other
related work [1, 3, 4, 7, 8, 9, 10, 11, 14].

2 The Algorithm

The algorithm consists of three components, which are
discussed below.

1. Intermediate Data Generation.

For each music piece, we generate its spectrogram, and
plot its instantaneous power as a function of time. Next,
we identify peaks in this power plot, where peak is de-
fined as a local maximum value within a neighborhood
of a fixed size. Intuitively, these peaks roughly cor-
respond to distinctive notes or rhythmic patterns, with
some inaccuracy that will be compensated in later steps.
We extract the frequency components near each peak,
taking 180 samples of frequency components between
200Hz and 2000Hz. This gives us � spectral vectors of
180 dimensions each, where � is the number of peaks
obtained. After normalization, these � vectors form
our intermediate representation of the corresponding
music piece.

2. Matching.

In this step, two music pieces are compared against
each other by matching spectral vectors in the inter-
mediate data. We associate a “distance” score to each
matching by computing the sum of root-mean-squared
errors between matching vectors plus a penalty term

 



for non-matching items. A dynamic programming ap-
proach is used to find the best matching that minimizes
this distance. Furthermore, a “linearity filtering” step
is taken to ensure that matching vectors reflect a linear
scaling based on a consistent tempo change.

3. Query Processing.

All music files are preprocessed into the intermedi-
ate representation of spectral vectors discussed ear-
lier. Given a query sound clip (also converted into the
intermediate representation), the database is matched
against the query using our minimum-distance match-
ing and linearity filtering algorithms. The pieces that
end up with the highest number of matching points are
selected as answers to the user query.

See [12] for details and analysis of the algorithm.

3 Experiments and Future Work

We identify five different types of “similar” music pairs,
with increasing levels of difficulty:

� Type I: Identical digital copy

� Type II: Same analog source, different digital copies,
possibly with noise

� Type III: Same instrumental performance, different vo-
cal components

� Type IV: Same score, different performances (possibly
at different tempo)

� Type V: Same underlying melody, different otherwise,
with possible transposition

Sound samples of each type can be found at http:
//www-db.stanford.edu/˜yangc/musicir/ .

Tests are conducted on a dataset of 120 music pieces,
each of size 1MB. For each query, items from the database
are ranked according to the number of final matching points
with the query music, and the top 2 matches are returned. For
each of the first 4 similarity types, retrieval accuracy is above
90%. Type-V is the most difficult, and better algorithms
need to be developed to handle it.

We are experimenting with indexing schemes [13] in
order to get faster retrieval response. We are also planning
to augment the algorithm to handle transpositions, i.e., pitch
shifts.
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