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Hidden markov models (hmms), following on their great success in

speech recognition (Rabiner 1989), have been used with great suc-

cess in music information retrieval (mir), and for good reason (Raphael

1999; Sheh and Ellis 2003). As machine-learning models go, they are intu-

itive, and good implementations of the basic algorithms for training and

applying hmms are freely available for many common programming lan-

guages. They handle time-ordered sequences naturally, which is impor-

tant for many applications in the field. Nonetheless, they are not always

an optimal or even appropriate choice for certain tasks. In these cases, it

worth exploring alternatives to the hmm, and as yet, few researchers in

mir have done so.

GENERATIVE MODELS

Hidden Markov models are part of a family known as generative mod-

els, probablisitic models that, once trained, are capable of generating new

data given some initial condition. The most basic generative model is a

Gaussian distribution, which would always generate its mean regardless

of initial conditions. By various transformations of the Gaussian distri-

bution, such as mixing multiple models, reducing dimensionality, adding

time dynamics to the system, or adding hierarchy, one can derive a va-

riety of other common statistical models, including principal component

analysis, independent component analysis, vector quantisation, and sev-

eral variants of the hmm (Murphy 1998; Roweis and Ghahramani 1999).



The first set of alternative models to consider are the basic variants

of the hmm, including the autoregressive hmm, which allows for time

dependency among observations as well as states, and the input-output

hmm, which allows each state to take an input as well as an output.

Another tempting set of models to consider is that of grouped hmms,

such as the factorial hmm, which comprises a group of parallel Markov

chains sharing common outputs, and the coupled hmm, in which several

time-synchronised hmms attempt to share information across their states.

These grouped models seem to describe many musical phenomena well,

e.g., polyphony, but unfortunately, they are so difficult to train that they

tend to be unsuccessful in practice (Murphy 2002). The Kalman filter

and its derivatives, best known in musical applicaitons for adaptive iir

filtering, are the models of choice to use when an hmmwould otherwise

work except for the fact that its states would need to be continuous rather

than discrete (Welch and Bishop 1995).

DISCRIMINATIVE MODELS

Discriminative models, or probabilistic models in which the states are

dependent on the observed data, can be more flexible than generative

ones. Traditional discriminative models are context-independent classi-

fiers, but more recently, discriminative models have been developed that

can handle sequences. The advantage of using a discriminative model

for a sequence rather than a generative one is that a discriminative model

considers the complete sequence simultaneously, rather than enforcing

the Markov assumption of an hmm. In their simplest form, however,

these models differ only slightly from the hmm: by reversing the di-

rection of the arrows between states an observation to make each state

of an hmmdependent on its corresponding observation, one generates a

maxmimum entropy Markov model (memm). These models have proven

to be remarkably successful in sequential classification tasks (McCallum,

Freitag, and Pereira 2000).
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The memm has been developed further into a more general model

based on Markov random fields (mrfs) rather than Markov chains. This

model is known as the conditional random field (crf) has been even more

successful than the memm for sequential classification tasks (Lafferty, Mc-

Callum, and Pereira 2001). Their principal disadvantage is their complex-

ity of implementation and heavy computational demands (Sutton and

McCallum 2006). Code libraries for crfs do exist, however, and as these

models mature, we can expect the number of such libraries to increase.

Perhaps because of the difficulties in implementaiton, no author in

the mir community has used these approaches to date, although there

are moves in this direction. Poliner and Ellis (forthcoming) have used a

simpler discriminative model for piano transcription that breaks the time

dependency, which requires them to use an hmmto smooth the output.

Pickens and Iliopoulos (2005) have used mrfs for modeling music, but in

the generative form, not the discriminative crf described here. It appears

to be a fruitful direction for future work.
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