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This summary attempts to give a quick presentation of one of the most common classifiers today. Some
key concepts are introduced in the first part. Using one particular piece of work, the basic principle of
GMM classification will be inestigated. Finally, some additional points of interests not included here are
mentionned.

1 Principle

1.1 Classification Model

Before presenting in more details the Gaussian Mixture Model (GMM) classification process, it is worthwhile
to consider what “classification” actually means. According to [3], a “classification model” is made of three
main parts :

• a transducer : in the case of music this would typically be the A/D conversion chain of the sound.

• a feature extractor : it extracts significant features from the information coming from the transducer
(e.g. the spectral centroid of frames of signal). These features should be chosen in such a way that
clear groups or classes of data can be identified.

• a classifier : its role is to assign the input data represented by their features to a number of different
categories (e.g. different types of instruments).

1.2 GMM an unsupervised classifier

To describe the GMM classifier more accurately, we should not that it belongs to the “unsupervised” clas-
sifiers category [3], [8]. This means that the training samples of a classifier are not labelled to show their
category membership [3]. More precisely, what makes GMM unsupervised is that during the training of the
classifier, we try to estimate the underlying probablity density functions (pdf’s) of the observations.

1.3 The building block of GMM, the multivariate Gaussian pdf

In the GMM classifier, the conditional-pdf of the observation vector with respect to the different classes is
modelled as a linear combination of multivariate Gaussian pdf’s. Each of them has the following general
form :

p(x) =
1

(2π)
d
2 |Σ|2

e[
−1
2 (x−µ)T Σ−1(x−µ)] (1)

where :

• x is a d-component feature vector.

• µ is the d-component vector containing the mean of each feature.
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• Σ is the d-by-d covariance matrix, and |Σ| is its determinant. It characterises the dispersion of the
data on the d-dimensions fo the feature vector. The diagonal element σii is the variance of xi, and the
non diagonal elements are the covariances between features. Often, the assumption is made that the
features are independent [1]. Thus, Σ is diagonal and p(x) can actually be written as the product of
the univariate probability densities for the elements of x :

It is important to note that each multivariate Gaussian pdf is completely defined if we know θ = [µ,Σ].

1.4 The main assumptions

Extracting information from an unlabelled set of data can only be possible if we make certain assumptions
[3]. The assumptions made to build a GMM are the following:

• The samples come from a known number c of classes.

• The a priori probabilities P (ωj) for each class ωj are known (they are often taken to be all equal to 1
c

[7]).

• The forms of the class-conditional probability densities p(x|ωj ,θj) are known for all classes, j = 1 . . . c
(we assume that they are a sum of K multivariate gaussian probability density functions).

• The unknowns are the values of the c parameter vectors θj=1...c (for each class, the respective weights
of the N gaussian pdf’s, as well as their mean vector and covariance matrix).

2 Example of application of the GMM classifier to music

GMM classifiers have been used in many fields from image pattern recognition [10] to text-independent
speaker recognition [9]. Of course, it has also been used in the field of MIR.

In the following, we are going to investigate in detail one example of classification applied to music: [7].
This work was chosen for the clarity with which it presented the basic principle of the classification process.
There are many other MIR papers using GMM. See [6, 4, 5].

In [7], the goal is to differentiate between eight different instruments1 from very short (0.2s) monophonic
musical extracts. The principle is as follows :

We consider a set X of m observations of d features (cepstral, mel-cepstral and LPC coefficients) :
X = [x1,x2 . . .xm].

Assuming that the observations are independent and identically distributed, the likelihood that the entire
set of observations has been produced by a violin (the class C0 for example) is :

p (X|C0) =
m∏

t=1

p(xt|C0) (2)

We assume that p(xt|C0) is a mixture of K multivariate gaussians :

p(xt|C0) =
K∑

l=1

P (l|C0).p(xt|l, C0) (3)

where p(xt|l, C0) = N(µl,0,Σl,0) is the probability of xt being produced by the gaussian of index l in
the instrument class 0. On the other hand, P (l|C0) is the prior probability of having a gaussian l for the
instrument class 0. It is a weight that changes with the class of instrument.

1bagpipe, clarinet, flute, harpsichord, organ, piano, trombone and violin
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2.1 GMM Training

To achieve the classification of short segments of sound using feature vectors in musical instrument classes
the GMM needs training. At this stage, one tries to estimate for all the classes of instrument the parameters
of the GMM: P (l|Ci), µl,i and Σl,i with l = 1 . . .K.

One ideal way to do this is to use the maximum likelihood estimation (a.k.a. MLE). The MLE theoreti-
cally consists in finding the set of values θil = [P (l|Ci),µl,iΣl,i], for l = 1 . . .K, maximizing the likelihood
of observing x as being produced by the instrument i. Nevertheless, in the case where all the parameters
are unknown, “the maximum likelihood yields useless singular solutions” [3]. Thus there is a need for an
alternate method.

In the surveyed literature, the Expectation Maximisation algorithm (a.k.a EM) [2] is the most often used
solution to that problem. I will not go into the details of this algorithm. It is enough to say that it requires a
fair amount of algebra [8] to derive a closed-form expression of the parameters of the GMM that correspond
to a local extremum of the likelihood p(X| GMM parameters).

Once this is done we make a first guess on the values of the θil’s and start iterations from there. This
algorithm is assured to converge to a local optimum [8].

Let us note that the training set provided to the GMM has to be well thought out in order for the model
to be general enough (and avoid the common problem of overfitting the training data).

2.2 Classification test

Assuming all is well and that we have managed to train the GMM, we can proceed to the classification test :
a feature vector xt is said to belong to an instrument class if it maximizes p(Ci|xt) = p(xt|Ci).p(Ci)2. In
the case where we assume that all the classes can occur with the same probability, we are actually concerned
by maximizing p(xt|Ci) for every possible class of instruments.

To go back to the specific study undertaken in [7], mel cepstral feature vectors (16 elements in a vector)
were extracted from very short monophonic audio recordings and the GMM was of order 2. The system
achieved an overall error rate of 37%. This is thus not a marvelous result but this might also be due to the
very short length of the musical extracts.

3 Conclusion

Hopefully, this very quick introduction provides the reader with basic pointers for the comprehension and
use of GMM classifiers in MIR. A lot of very interesting topics have not been included here but would be
worth investigating more in depth. For example, the optimal choice of features to allow classification seems
to be a very interesting subject. Also, the choice of alternate estimation techniques for the estimation of the
model’s parameters could also be very valuable. Finally, it would be worth finding studies of the influence
of the order of the GMM on the quality of the classification.
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