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Introduction

Wihat 1St Audior Segmentation?

s Segmenting the audior stream Inter NeMeYgENEBUS
rfegions
» RUle off homoegenelty: Isi up ter the task, the purpese Is
10 handle regions off different nature differently.
Music/INoeise
Speech/Non-speech
Vale/Eemale
Etc.

a Ofiten Use! In conjunction withr clustering



Introduction

Why werneead Audier Segmentation?

x Often used asia pre-precesser fier furtner
classification of thersegments

Speaker identification/verfication/iracking
Automatic speechi recognition: (ASR)
Auteomatic transcription

SEegmentation|in; breadcast News

Autematic music analysis, style identfication
Etc.



Applications

s Allow: a user 1o guickly find
What he want te hear

s Implemented by perceptual
segmentation technigue
and an interactive listener

skim | no

SpeechSkimmer: (Arons97) \
-

control
|BIVIF Viavelce
(Trtschlerc9)
= Real-time broadcast news SpeechSkimmer
tramnscription; and speaker: (Arons97)

identification



Introduction

How! 16 der AUdier Segmentation?

a [\Woersteps

Features extraction|— infermation; need: for further processing
s [emporal demain: ZCR, RMS; etc.
» Frequency domain: Spectral centroid, Spectral flux, MECC, LPC, etc.
s How to find the “best” feature set Is am open guestion.

Statisticall teels — te find the segment beundanes out
= GMM, BIC, HMM, etc.
s \What statistical toels shall be chesen? Anether open guestion.
n Typical methoeds
Energy-hased segmentation
Model-lhased segmentation
Metrc-loased segmentation
Hylbrid methoeds
... maybe more?



Appreaches - |

Eneray-hased segmentation

a Detecting silence periods in the audie stream

By the lecation infermation generated by decoder, such as silences, gender information,
etc.

By measurng and thresholding theraudio energy:
s Segment boundaries are: hypothesized infsuch periods
s Noise-gate Is a very simple example off this approeach
RreS:
s Easy te implement

For commerciall preducts, simple, Iow-cost, robust are what product develepers most
concern

Cons:
= [he boundaries have no direct connection with' the: aceustic changes

= E.g., how caniwe tell a silence period is the pause between the: signal ofi two
PErSONI Or Just the pause by one persen?

s E.g., how can we knew when a persen begin to speak in'a continueus music
background?



Approaches - ||

Model-hased segmentation

s Modeling: a set of statisticallmodels are defined for eachjacoustic classes
Models: multivariate Gaussian Mixture Model isiwidely used
Classes: speak, music, backgreund noeise, silence, telephone speech, etc.

s [ranng: moedel parameters are estimated! from the training data
Eé)_r mu;tivariate Gaussian moedel; the parameters are mean average (mu) and covamance matrix

igma).

Different solutions have been developed to estimate these parameters: Maximum Likelihood
Estimation; (MLE), Expectation Maximization (EM)), etc.
We dernot have to dig inter alllthe' mathematicall details, we'can directly’ use some developed closed-
fornm expression to calculate the parameters

s Segmentation:
Segmentation boundaries are assumed by the boundaries between classes
Tihisican be determined by a modell selection criterion, such asi Bayesian Information; Criterion: (BIIC)

Pros:
s [heoretically, acoustic features are: connected withi the segmentation boundaries

Cons:
s  Complex (need to use more complex statistical tools)
s Computational cost (Increase the product cost)
s Due to the statistical nature, the “correct” segmentation is still not guaranteed.
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Vietric-lvased segmentation
u Segment beundaries arerdetermined by the contents similarty/distance between two
continuing moving adjacent windews
We have twerneighbering windews (moedeledi by multivariate Gaussian distributions)
et the twoerwindoews: moeve over the audiorstream
Compute the similarity off the contents of the two windows
Segment boundaries are determined by the local maxima and a predefined threshold
. Algorthms, te compute the similarity are called “distance function”
Kullback-Leibler Distance
Gishi Distance
Entropy’ Less

T2 Distance
T2 - mean Distance
Etc.

. Thing to be considered for designingl the metric-based algorithm:
Selection ofi distance function
Window size
Windows moeving speed (time increment)
Threshold
Etc.
. Pres and Cons:
Like approach IIi; with a little difference
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A glance; at T2 7 e
distance

x [\We aueio segments
moadeled hy
multivainate Gaussian
distibutions:

N(p1,%1) and N (p2, ¥2)

m T2 distance is:

ab _
p— b(ﬂl — p2)" S (1 — pa)

T? =

Huang04

a, b are frames numbers
within each segments



Evaluation Metrics

How ter evaluate the perfermance of different methods/ models/feature set?

= Strictly speaking, there is ne objective stardard for evaluating the: errors in
dififerent segmentation’ metheds, hecause segmentation;is Very subjective

= However, by compare the autematic segmentation results with' the: manual
segmentation, We can have seme criteria

Evaltiation: Criteria (Kempoo)

= Type | errors (deletion):
RCL = number off coirectly found boundaries / totall number of boundaries

u  Type li erors (false alam):
PRC = number of correctly found beundaries / number ofi hypothesized! boundaries

= Hybrid measure (combine twoer number inte; ene)
F = (2*PRC*RCL)/(PRC+RCL)
INewW: We: can liave a basic idea of the' perfermance: ofi eachmethed (Kempoo)
= Energy-based: F = 0.58
= Model-based: F = 0.62
m  Metric-based (Gish-distance): FE = 0.70



Chen98

Example

Iigsker G etecCnERtE SPEEKER CHERGESHI er CONURUBUS 2UeIo Steani(Ear,
e telecenierence). Lersti/AthenmodelEnased meniod:

Eirst we extract the seguence of feature Vectors X (say, ceptral
COEMFICIENLS, X: = Xy, X5 -+, Xy) ffOMI the entire audio stream, and
assume they are modeled by multivariate: Gaussian dlstrlbutlon

denoted as

Let’s begin WIth the S|mplest [proklem: assume: only’ one changing
point In' the: stream), sorwhat Is more likely te happen: X as one
Gaussian dlstrlbutlon Or X be divided inter twe; part and as two
Gaussian distribution?

Mathematically speaking, We get to testing| the two: hypothesis:
Ho LN N(M,E) O R IR P N(},L]_,El);m?;+1 BN N(,u,z,Ez

The changing peint IS estimated at Index I that corresponding to the
maximum; likeliheod ratio R(I)

R(i) = Nlog|X| — Nilog|Z1| — Nalog|%,|
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Using BIC

Altermately, we can use Bayesian lnfermation
Criterion| (BIC) value te make our decision: the
data IS moaeeled as one Gaussian er tWwe
Gaussians?

BIC(i) = R(1) — AP}{| p _ %(H%d(dﬂ))logjv

The segment boundarny Is decided at the polnt
corresponding te the positive maximum: BIC
value
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Depiction

(a) first cepstral dimension (d) BIC criterion

40 0 40
seconds seconds
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Multiple Changing Poeints

Multiple changing polnts detection
algerthmiIs Pased enthe alerementionead

method

(1) initialize the interval [a,b]: a =1;b = 2.
(2) detect if there is one changing point in [a, b] via BIC.
(3) if (no change in [a, b])

let b =56+ 1,

else
let ¢ be the changing point detected;

seta=f+1; b=a+1;
end

(4) go to (2).
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