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Polyphonic Transcription of Piano Music

The reliable, accurate transcription of polyphonic music has proven to be somewhat of the holy grail for music information retrieval.  Everyone’s looking for it, but no one can quite seem to find it.  The problem has been compared to speech recognition; aside from the commercial applications of both, we must ascertain a set of salient parameters from a given audio input signal.  We attempt to “analyze the acoustic information coming from a physical environment and to interpret the numerous distinct events in it.” (Klaburi ‘98, p.2).  Given this, what we are really concerned with is the computational equivalent of scene analysis.


Herein, we are only concerned with the polyphonic transcription of piano music, as opposed to that of mixed timbres, or at least unknown timbres.   That the system may assume a piano timbre for input has an immediate benefit: the simplification of the problem as we don’t need to waste time trying to determine different timbres (ie. which instruments played which notes) or calculating a sound source model of an instrument.  Also, we may make further assumptions about the strengths of various partials.  For instance, if we know the spectral shape that one note would make, and we are presented with a given a set of spectra, we could thus determine which notes are present.  This is in stark contrast to wrestling with the problem of, “are there several notes, or just one with a rich timbre?”    

Current Methodologies


The myriad of proposed solutions to the problem of polyphonic transcription may be beneficial in that they provide many different insights and unique approaches to the problem.  However, up until recently, the fact that there was no single (or even two) general heuristic meant that no researcher was building on previous work and experience.  Luckily, it looks like two approaches are quickly gaining dominance in this field.


The first is the use of blackboard systems.  What makes this technique powerful is that it encompasses all previous research.  It does not use any one specific heuristic, necessarily, but draws on the wealth of past experiences.  Where the real power of this methodology lies can be illustrated thusly: as the system analyzes the input data and extracts various parameters describing it, the scheduler may choose accordingly a given KS  (knowledge source)–one which is best able to deal with the problem depending on the information on hand.  Thus, the implementation is extremely flexible as well as adaptable.  Additionally, new KS’ may be added as they are developed and little modification to the underlying system is required.


Another approach which shows considerable potential is the use of neural nets.  Some systems use these exclusively for all processes; alternatively, they may make up one KS in a blackboard system—the two are not mutually exclusive.  Martolt’s SONIC transcription system makes extensive use of neural nets, employing them as onsets and pitch detectors, to formulating hypothesis’ about which notes are present.  The inherent power is that the system may learn and thus improve over time.


What these two aforementioned approaches share is that they make use of top-down organization.  I believe this may be the key which had been missing in previous attempts.  With top-down organization, the system works from (formulations of) higher level knowledge down to low-level knowledge.  This is in direct contrast to bottom-up techniques which use basic spectral data and analysis’ or it to form higher level decisions about the data (notes, chords, etc).  This unidirectional method is inflexible, and doesn’t know about past analysis’; its only concern is the hierarchal flow of data.  With top-down systems, though, the different levels are determined by predictive models and previous knowledge.  This set-up more closely resembles the process of human perception.

Front-Ends

So, now that we’re familiar with general implementations, let’s examine some of the many components.  First comes the front-end.  This is the module which takes PCM audio data and reinterprets it in such a way as to be meaningful to the system.  This could be via a STFT, through a filterbank, or any such transformation.  Two representational methodologies can be summarized: sinusoidal analysis, and correlation.

Sinusoidal analysis contains any and all variations on the Fourier transforms.  In the most promising implementation, regions of energy at specific frequencies are identified and tracked over time.  The resulting “tracks” (each represents the presence of a partial over time) are passed along to pitch-decision-making modules.  This has turned out to be a very reliable and robust method, all the more so since it relies on some of the oldest  (relatively speaking) signal processing techniques.  The drawback is that we have constant frequency spacing in our analysis.  This means we get better resolution in the high frequencies, yet poor resolution and uncertainty in the low frequencies.  To aid in low frequency identification, tracking phase vocoders are often employed.  The rate of phase change in each bin surrounding regions of energy (which signify the possible presence of a frequency component) corresponds with the actual frequency in the signal, and is usually stable across a number of bins.


Conversely, correlation entails some sort of filter bank, with the output of each processed by a model of “inner hair cell” dynamics.  Further analysis is performed by short-time auto-correlation.  The correllogram looks for periodicities from the outputs of each filter.  In short, it tries to model human audition.  For instance, many such implementations utilize the gammatone filterbank, the constant Q of which mimics the logarithmic resolution of the human ear.  Additionally, there is equal resolution in all frequency ranges, and the width of each filter is variable.  The major disadvantage of modelling human audition as your front-end is that you fall prey to all the same pitfalls in scene analysis that humans do.  For instance, autocorrelation “fuses information on perceptual grounds in such a way that it prevents a separate treatment of each harmonic partial” (Klaburi, ’98, p.7).  Admittedly, this is not such a problem with mono-timbral input, such as just good ol’ piano. 


One final component in the front end is an onset detector.  Again, there are numerous approaches.  One reliable method uses neural nets to monitor the differences between 6 ms and 18 ms amplitude envelopes; if the difference exceeds some threshold, the neuron fires thus signifying an onset (Martolt, 2001).  The change in high-frequency content is monitored in other systems (Bello, 2000), and others use zero-lag correlation for each filterbank channel and a running estimate of the energy (Martin, ’96).


The front-end is the most important component in any system; without an accurate representation of data, further analysis’ will be limited in their effectiveness.

Making Sense of the Data


Now that we’ve managed to get a workable representation from the audio data, we can start to analyze it.  Here again, there is no straightforward answer as to how to do this.  One promising solution employs neural nets.  Each net is trained to look for just one given note (so there’d be 88 of them for piano transcription).  Other neural-net implementations act as general chord recognizers.  Peak-picking is also used to some success.  Hidden Markov models are used, too, to determine which notes are likely present from a given set of spectra.


By far the most common source of error is octave misrepresentations.  With a set of harmonically spaced partials, the system often thinks two notes are present—one an octave above the other.  To compensate for this, one researcher has implemented “feedback to provide inhibition from the output of the note recognition stage to its input” (Martolt, 2001 pp.3).  Others have used general musical knowledge, such as voice leading rules, harmony, and counterpoint. (Kashino, ‘95).  Lastly, improved instrumental models will alleviate this problem, but this has the drawback that the model would have to change with every different recording, so for now we are left with something more general.

Conclusions


We see that, slowly but surely, we are moving towards better, more robust systems.  Results range from 70-90% of note correctly transcribed (depending on whether the input was synthetically generated or not).  When we compare the results to that of early researchers in the field we see that accuracy is steadily climbing.  Another important feature is that there are no restrictions in the input data (we assume a piano timbre, though).  Previous implementations limited the data in terms of the number of voices, the range, and even which notes could be played simultaneously.  Lastly, it seems that future success’ lie in top-level organizations, as implemented by blackboards and/or neural networks.  They possess a power and adaptability, which heretofore have been unknown.
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