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Gaussian Mixture Models 
 
 In this summary I will discuss a common model for the automatic classification of musical data: 
the Gaussian Mixture Model (GMM).  I will first outline a few of the issues GMMs attempt to resolve.  I 
will then discuss how Gaussian distributions classify th
Expectation-Maximization Algorithm to provide an estimate of maximum likelihood.  I will conclude 
with a discussion of some of the applications of GMMs
 
1 Classifying Musical Data
 
1.1 The Problem 
 

The extraction of meaningful information from acoustic data represents a potentially intractable problem 
in MIR research.  In order to derive methods for the extraction and classification of musical information 
(e.g. melody, harmony, instrumen
techniques.  The goal of machine learning algorithms is to provide a method for the automatic discovery 
of regularities or similarities in data [6].  Machine learning methods therefore require 
population of data, 2) the extraction of meaningful features from that population, and 3) a model for the 
classification of the population based on feature information. 
 
1.2 Classifying According to Statistical Principles: The Probability
 

In order to make statistical inferences in classification, or in any p
Gaussian (normal) distribution to estimate the observed data.  The Gaussian distribution is a continuous 
probability distribution that describes data that cluster around a 
mean. A probability density function (pdf) therefore provides a 
theoretical estimate of a sample of data; it is thought
density according to which a population is distributed
 
2 Gaussian Mixture Model
 
2.1  Mixture Models 
 
A Gaussian Mixture can simply be understood as a number of 
Gaussians introduced into a population of data in order to classify each of the 
possible sample clusters, each of which could refer to instrume
an example of an unsupervised learning algorithm, because none of the sample points are labeled (which 
is statistically analogous to a pdf).      
 
2.2 Maximum Likelihood Estimation: EM Algorithm
 

Maximum likelihood Estimation
statistical model to the data.  It roughly corresponds to least
error, shown in the equation below:
 
Standard Error = √∑(x-µ)
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Gaussian distributions classify the data, including the application of the 
Maximization Algorithm to provide an estimate of maximum likelihood.  I will conclude 

some of the applications of GMMs in music information retrieval.

Classifying Musical Data 

information from acoustic data represents a potentially intractable problem 
in MIR research.  In order to derive methods for the extraction and classification of musical information 
(e.g. melody, harmony, instrument classification), researchers have turned to machine learning 
techniques.  The goal of machine learning algorithms is to provide a method for the automatic discovery 
of regularities or similarities in data [6].  Machine learning methods therefore require 
population of data, 2) the extraction of meaningful features from that population, and 3) a model for the 
classification of the population based on feature information.  

Classifying According to Statistical Principles: The Probability Density Function

In order to make statistical inferences in classification, or in any parametric test, scientists
Gaussian (normal) distribution to estimate the observed data.  The Gaussian distribution is a continuous 

that describes data that cluster around a 
A probability density function (pdf) therefore provides a 

theoretical estimate of a sample of data; it is thought of as the 
which a population is distributed. 

Gaussian Mixture Models 

A Gaussian Mixture can simply be understood as a number of 
Gaussians introduced into a population of data in order to classify each of the 

f which could refer to instrument category, melodic line, etc.
an example of an unsupervised learning algorithm, because none of the sample points are labeled (which 
is statistically analogous to a pdf).        

Maximum Likelihood Estimation: EM Algorithm  

Maximum likelihood Estimation (MLE) is a method for fitting a 
statistical model to the data.  It roughly corresponds to least-squares 
error, shown in the equation below: 
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information from acoustic data represents a potentially intractable problem 
in MIR research.  In order to derive methods for the extraction and classification of musical information 

machine learning 
techniques.  The goal of machine learning algorithms is to provide a method for the automatic discovery 
of regularities or similarities in data [6].  Machine learning methods therefore require the presence of 1) a 
population of data, 2) the extraction of meaningful features from that population, and 3) a model for the 
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MLE therefore provides a means of determining how well the function fits the observed data.  In the case 
of a GMM, however, the data is clumped together as a mixture of possible Gaussian functions, so the ML 
estimate cannot be determined in the face of missing or hidden data.  The Expectation-Maximization 
Algorithm provides a solution to this problem.  It is an iterative procedure which consists of two 
processes: the E-step, in which the missing data are estimated given the observed data and the current 
estimate of the model parameters, and the M-step, in which the likelihood function is maximized under 
the assumption that the missing data are known (thanks to the E-step).  At each iteration the algorithm 
converges toward the ML estimate [3]. In the E-step, the initial Gaussian parameters (means, covariances) 
are generated via the k-means method [8].   
 
3 Applications to Music 
 
3.1 Instrument Classification  
 

In [8], the authors use a GMM to classify instruments in sound segments of .2 seconds in length.  The 
authors extracted 3 features: linear prediction features (attempts to approximate the musical instrument 
system), cepstral features (the first components of the cepstrum correspond to the production model or 
shape of the spectrum), and mel cepstral features (this feature filters the cepstral features according to 
how a human perceives the frequency content).  In a training phase, the EM algorithm computes the ML 
estimates for the mixing weights and mean vectors (ie the parameters) of the Gaussian mixture.  The 
authors reported that the mel cepstral feature set gave the best results, with an overall error rate of 37%.   
 
3.2 Melodic Lines 
 

In [7], the author employed a GMM to classify melodic lines from an Aretha Franklin recording of 
“Respect.”  The EM algorithm iteratively estimated the weights of all of the possible pitches at a given 
segment, and then represented the dominant tone in the observed PDF.  She reported that for lead vocals, 
the GMM classified to an accuracy of .93, while for the bass line it was more accurate (.97).   
 
4 Conclusions 
 

GMMs provide a common method for the classification of data whose class weights are unknown.  
Considering the complexity of the model, the importance of choosing relevant features cannot be 
overestimated, as any classifier depends on the features in order to determine similarities or differences in 
the data set.   
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