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Markov ProcessesMarkov Processes


 

Markov process Markov process  memoryless random process memoryless random process XX((tt))



 

TimeTime--domain discrete ({0,1,2domain discrete ({0,1,2……,,nn}) or continuous ([0}) or continuous ([0,t,t]]))


 

StateState--space discrete ({blue, red, green}) or continuous (temperature,.space discrete ({blue, red, green}) or continuous (temperature,...)..)



 

Memoryless condition:Memoryless condition:



 

Stationary or homogeneous condition:Stationary or homogeneous condition:



 

Example: checkout lineExample: checkout line

   Pr | , ,... Pr |n n n n n n n n n nX x X x X x X x X x X x           1 1 2 2 0 0 1 1

   Pr | Pr |n n n n x xX x X x X x X x p      
0 11 1 1 1 0 0
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Markov ProcessesMarkov Processes


 

Transition matrix:Transition matrix:



 

Transition graphTransition graph



 

Initial state probabilitiesInitial state probabilities
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ab bb cb db

ac bc cc dc

ad bd cd dd

a b c d
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ExampleExample


 

TimeTime--domain: {M,T,W,R,F,S,D}domain: {M,T,W,R,F,S,D}


 

SpaceSpace--domain: {sun, cloud, rain}domain: {sun, cloud, rain}


 

Transition matrix:Transition matrix:



 

Example:Example:

. . .

. . .

. . .

 
 
 
 
 

0 7 0 2 0 1
0 2 0 6 0 2
0 2 0 4 0 4

     Pr , | Pr | Pr |
. .
.

T sun W cloud M sun T sun M sun W cloud T sun        
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0 14
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cloud rain
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Markov Process ApplicationsMarkov Process Applications



 
FinanceFinance



 
Telecommunication networksTelecommunication networks



 
Game theoryGame theory



 
Decision makingDecision making
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Hidden Markov ModelsHidden Markov Models


 

Now, we canNow, we can’’t observe the statest observe the states


 

We know an information related to the states: the observable spaWe know an information related to the states: the observable spacece


 

We know the observation symbol probability:We know the observation symbol probability:



 

Confusion matrix:Confusion matrix:



 

Confusion graph:Confusion graph:

 Pr | aX a q   

a a

b b

c c

d d

q qa
q qb

c q q
d q q

 

 

 

 

 

 
 
 
 
  
 

a b c d

α β
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ExampleExample


 

Observable space: {warm, cold}Observable space: {warm, cold}


 

Confusion matrix:Confusion matrix:



 

Example:Example:

. .

. .

. .

 
 
 
 
 

0 9 0 1
0 4 0 6
0 2 0 8

sun

cloud

rain

warm

cold

0.9

0.8

0.6
0.2

0.40.1

     
   
   

| Pr | Pr |

Pr | Pr |

Pr | Pr |
.

T cold M sun T cold T sun T sun M sun

T cold T cloud T cloud M sun

T cold T rain T rain M sun

       

     

     

 0 27
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Categories of problemsCategories of problems


 

Evaluation: given a sequence of observations (e.g. {cold, warm, Evaluation: given a sequence of observations (e.g. {cold, warm, warm}), what is warm}), what is 
the probability the model produced it?the probability the model produced it?
Forward algorithmForward algorithm
Does the model fits observations?Does the model fits observations?



 

Decoding: given a sequence of observations, what is the most proDecoding: given a sequence of observations, what is the most probable sequence bable sequence 
of events of the model that produced it?of events of the model that produced it?
Viterbi algorithmViterbi algorithm
What is the actual sequence of events?What is the actual sequence of events?



 

Learning: given a sequence of observations, what model would besLearning: given a sequence of observations, what model would best fit it?t fit it?
ForwardForward--backward algorithmbackward algorithm
What is the actual model?What is the actual model?
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Improved HMMsImproved HMMs


 

Layered HMMsLayered HMMs



 

Hierarchical HMMsHierarchical HMMs



 

HMMs with observation distribution (Gaussian,HMMs with observation distribution (Gaussian,……))
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General HMMGeneral HMM--based recognitionbased recognition


 

Definition of HMM characteristicsDefinition of HMM characteristics


 

Complexity of HMM implementationComplexity of HMM implementation


 

Observable Observable space(sspace(s) ) ––

 

Number of layers, layer dependenceNumber of layers, layer dependence


 

State State space(sspace(s) ) --

 

Number of states, number of layers, structural propertiesNumber of states, number of layers, structural properties



 

Training of HMMs Training of HMMs  ForwardForward--backward algorithmbackward algorithm



 

Recognition Recognition  Viterbi algorithmViterbi algorithm
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Folk Music ClassificationFolk Music Classification
(Chai & Vercoe, MIT, 2001)(Chai & Vercoe, MIT, 2001)


 

Data set: Austrian (104), German (200) and Irish (187) folk musiData set: Austrian (104), German (200) and Irish (187) folk musicc
Monophonic melodiesMonophonic melodies



 

Four different observable representationsFour different observable representations


 

Absolute pitch on one octave Absolute pitch on one octave ––

 

12 symbols12 symbols


 

Absolute pitch with duration representation (Absolute pitch with duration representation (½½

 

beat repetition) beat repetition) ––

 

12 symbols12 symbols


 

Interval representation from Interval representation from --13 to +13 semi13 to +13 semi--tones tones ––

 

27 symbols27 symbols


 

Contour representation Contour representation ––

 

5 symbols (No change: 0; 1 or 2 semi5 symbols (No change: 0; 1 or 2 semi--tones: +/tones: +/--; >3 semi; >3 semi--tones: ++/tones: ++/----))



 

One HMM by country trained by BaumedOne HMM by country trained by Baumed--Welsh methodWelsh method


 

4 different numbers of hidden states (2, 3, 4, 6)4 different numbers of hidden states (2, 3, 4, 6)


 

4 different HMM types (strict left4 different HMM types (strict left--right, leftright, left--right, extended leftright, extended left--right, fully connected)right, fully connected)

•{2,7,9,11,11,9}
•{2,7,9,11,11,11,9}
•{5,2,2,0,-2}
•{++, +, +, 0,-}
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Folk Music ClassificationFolk Music Classification
(Chai & Vercoe, MIT, 2001)(Chai & Vercoe, MIT, 2001)


 

Training set: 30% of the data set chosen randomlyTraining set: 30% of the data set chosen randomly


 

Results:Results:


 

Little influence of the number of hidden statesLittle influence of the number of hidden states


 

Strict leftStrict left--right and leftright and left--right types outperformed the othersright types outperformed the others


 

Interval representation generally performs betterInterval representation generally performs better


 

Quantitative rating of music style similarity (classification acQuantitative rating of music style similarity (classification accuracy, distance of 2 HMMscuracy, distance of 2 HMMs……))
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Chord Segmentation and RecognitionChord Segmentation and Recognition
(Sheh and Ellis, Columbia, 2003)(Sheh and Ellis, Columbia, 2003)


 

Input: unstructured, polyphonic, and multiInput: unstructured, polyphonic, and multi--timbre audio from popular musictimbre audio from popular music


 

HMMs trained with the expectationHMMs trained with the expectation--maximization algorithmmaximization algorithm


 

1 chord = 1 process state = 1 distribution of Pitch Class Profil1 chord = 1 process state = 1 distribution of Pitch Class Profile vectorse vectors


 

22--level HMMs: 1 state level HMMs: 1 state  1 distribution 1 distribution  Several observed framesSeveral observed frames


 

2 tests2 tests


 

Segmentation (chord sequence known)Segmentation (chord sequence known)


 

Unconstrained recognitionUnconstrained recognition



 

Weighted averaging of rotated PCP vectors improvementWeighted averaging of rotated PCP vectors improvement
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Chord Segmentation and RecognitionChord Segmentation and Recognition
(Sheh and Ellis, Columbia, 2003)(Sheh and Ellis, Columbia, 2003)


 

Test set:Test set:


 

20 songs from three early Beatles albums 20 songs from three early Beatles albums ––

 

mono files at 11025 Hz mono files at 11025 Hz ––

 

10 PDP frames per second10 PDP frames per second


 

Chord sequences from a standard book of Beatles transcriptionsChord sequences from a standard book of Beatles transcriptions


 

Training: 17 songs / Test: 3 songsTraining: 17 songs / Test: 3 songs



 

Improvements:Improvements:


 

More datas and parameters (Gaussian mixture models)More datas and parameters (Gaussian mixture models)


 

Frequency resolution (minor/major confusion)Frequency resolution (minor/major confusion)


 

Adaptive tuningAdaptive tuning
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Score FollowingScore Following
(Orio & D(Orio & Dééchelle, IRCAM, 2003)chelle, IRCAM, 2003)


 

Events: notes, trills, chords,Events: notes, trills, chords,……


 

TwoTwo--level leftlevel left--toto--right HMM right HMM  Sequential representationSequential representation


 

HighHigh--level states: normal and ghost stateslevel states: normal and ghost states


 

1 normal and 1 ghost per event1 normal and 1 ghost per event


 

HighHigh--level transition types: normal, wrong, extra and skiplevel transition types: normal, wrong, extra and skip



 

LowLow--level states: note shape (duration)level states: note shape (duration)


 

Observable events: audio signal inputObservable events: audio signal input


 

Score following: decoding problemScore following: decoding problem


 

Alternative training method to adaptAlternative training method to adapt
the topology ghost/normalthe topology ghost/normal
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Melody SpottingMelody Spotting
(Durey and Clements, GeorgiaTech, 2001)(Durey and Clements, GeorgiaTech, 2001)


 

Problem: musical database query by melody (humming,Problem: musical database query by melody (humming,……))
 similar to speech recognitionsimilar to speech recognition



 

System for raw audio file (wav, aif, mp3,System for raw audio file (wav, aif, mp3,……))


 

55--state leftstate left--toto--right HMMs for each note (C4right HMMs for each note (C4--G5) plus restG5) plus rest


 

Observation: Pitch/FFT vectors/Scalar vectorsObservation: Pitch/FFT vectors/Scalar vectors


 

Process:Process:


 

Transform input in observation sequenceTransform input in observation sequence


 

Build an HMM associated with the sequence (concatenation + filliBuild an HMM associated with the sequence (concatenation + fillings)ngs)
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Melody SpottingMelody Spotting
(Durey and Clements, GeorgiaTech, 2001)(Durey and Clements, GeorgiaTech, 2001)


 

Result evaluation: numerical figureResult evaluation: numerical figure--ofof--meritmerit


 

Input data: Yamaha W7 keyboard Input data: Yamaha W7 keyboard ––
 

mono audio at 22050 Hzmono audio at 22050 Hz


 

Test with zeroTest with zero--error queries error queries 


 

Results:Results:


 

PitchPitch--based: long preprocessing based: long preprocessing ––

 

little information little information ––

 

poor resultspoor results


 

FFTFFT--based: short preprocessing based: short preprocessing ––

 

large information large information ––

 

good resultsgood results


 

ScalarScalar--based: short preprocessing based: short preprocessing ––

 

medium information medium information ––

 

good resultsgood results



 

Improvements:Improvements:


 

Different scaling of filler penaltiesDifferent scaling of filler penalties


 

Better result evaluation Better result evaluation ––

 

include similar matchinginclude similar matching
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Optical Music RecognitionOptical Music Recognition
((PuginPugin, McGill, 2006), McGill, 2006)


 

Data set: Early music prints (16Data set: Early music prints (16thth

 
and 17and 17thth

 
centuries)centuries)



 

No staff removal No staff removal  ubiquitous and complicated operation (irregular staff lines)ubiquitous and complicated operation (irregular staff lines)


 

Training data: 240 pages, 52178 charactersTraining data: 240 pages, 52178 characters


 

SegmentationSegmentation--free approachfree approach


 

Feature extraction with a sliding windowFeature extraction with a sliding window


 

Observation:Observation:


 

number of connected black zonesnumber of connected black zones


 

black pixels repartition (gravity centers)black pixels repartition (gravity centers)


 

Area of the largest and smallest black elementArea of the largest and smallest black element


 

Total area of black with weighting maskTotal area of black with weighting mask



 

LeftLeft--right HMMright HMM


 

Number of states Number of states  close to the symbol width (handwriting recognition)close to the symbol width (handwriting recognition)


 

Three topological classesThree topological classes



 

Silence detection (speech processing)Silence detection (speech processing)
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Other ApplicationsOther Applications


 

RecognitionRecognition


 

Phone (decoding phones from audio input)Phone (decoding phones from audio input)


 

Speech (decoding words from phones)Speech (decoding words from phones)


 

Language (decoding language from words/phones)Language (decoding language from words/phones)


 

GestureGesture



 

Classifications (Text types,Classifications (Text types,……))



 

Medical domain:Medical domain:


 

DNA sequencesDNA sequences


 

ProteinsProteins



 

Signal processing (exploit statistical dependencies in real signSignal processing (exploit statistical dependencies in real signals)als)



 

FaultFault--tolerance modelingtolerance modeling
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ConclusionConclusion
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