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kNN

Method to STORE all available

cases and CLASSIFIES new ones

based on a SIMILARITY measure



kNN

also can be used to

INTERPOLATE and EXTRAPOLATE

quantitative data



Specification

MDS Domain * Range

Exemplar-Set E 

Exemplar member

Target domain vector d

None-nearer(E,d,d’) ⇔ ∀(d’’,r’’)∈E ｜d-d’｜≤｜d-d’’｜

(Moore 1991)



Lazy Learning

No query, no work



Visualization



Visualization



Visualization

K=1



Visualization

K=2



Visualization

K=3



C
E
N
T
R
O
I
D

BPM

Visualization



BPM

Visualization

C
E
N
T
R
O
I
D



BPM

Visualization

K=1

C
E
N
T
R
O
I
D



BPM

Visualization

K=2

C
E
N
T
R
O
I
D



BPM

Visualization

K=5

C
E
N
T
R
O
I
D



BPM

Distance Calculation

C
E
N
T
R
O
I
D



Interpolation
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Extra-polation



Inter/Extra-polation



K=1

Inter/Extra-polation



K=2

Inter/Extra-polation



K=3

Inter/Extra-polation



K=4

Inter/Extra-polation



K=5

Inter/Extra-polation



1st SC /kNN

Sound Classification

Sound Features

jAudio - Excel



Sound categories

Vocal
Sounds

Harmonic 
Instruments

Percussion
Nature 
Sounds



Features

Spectral Centroid

13 MFCC



jAudio -> xml



xml -> Excel



Ordered



Normalized



Visualization

MFCC 1 k=3

Nature Harmonic Percussion Vocal



Visualization

MFCC 2 k=3

Nature Harmonic Percussion Vocal



Visualization

MFCC 3 k=3

Nature Harmonic Percussion Vocal



Visualization

MFCC 4 k=3

Nature Harmonic Percussion Vocal



Visualization

MFCC 7 k=3

Nature Harmonic Percussion Vocal



Visualization

MFCC 10 k=3

Nature Harmonic Percussion Vocal



Visualization

MFCC 12 k=3

Nature Harmonic Percussion Vocal



kNN Classification



kNN Classification



Summary
Conceptually simple 

solves complex problems 

Work with relatively little information

No learning costs

Memory and CPU cost

Feature selection problem

Sensitive to representation
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