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A review of k Nearest Neighbor Classifier 
 
 
 The Nearest Neighbor (k-NN) decision rule assigns to an unclassified sample 
point the classification of the nearest of a set of previously classified points (Cover and 
Hart 1967). It is an exemplar-based model of categorization that improves its 
performance adding new points to the database set and works once a query is made to the 
system so no learning time is required prior to use it.   
 
 Cover and Hart presented the Nearest Neighbor Pattern Classification paper in the 
IEEE Transactions in Information Theory in January 1967. This technique was developed 
from the need to perform analysis for unknown probability densities. Since then, it has 
been used for statistical estimation, pattern recognition, classification and interpretation 
of information in many different areas due to it simple implementation, good 
performance and no training time. It is an exemplar-based model of categorization – or 
“learning by examples” –, which identifies objects by their similarity to one or more of 
the stores examples (Fujinaga 1996). It is considered a lazy learning method because the 
calculation of the distance from a new exemplar to an exemplar set is delayed until a 
query is made to the system, thus it cannot simulate sophisticated logical relationships 
between features, but require essentially no training time (McKay 2004a). 
 
 (Moore 91) specifies in the following manner the nearest neighbor: given a multi-
dimensional space , an exemplar set E and a target vector d, the nearest neighbor 
of d is any exemplar , such that none-nearer . None-nearer is defined 
as 
 

None nearer  
 
The Euclidean distance metric is 

 

 
Where  is the ith component of vector d. 
 
Thus, for each new exemplar putted into the multidimensional space it can be easily 
computed the distance to the known exemplar set. Comparing the values obtained and 
assigning a value for k, we can obtain the k-nearest neighbors. By this way, we can 
classify the queried exemplar to the class of its neighbors. 
 
 The accuracy in the classification of an exemplar into its real class could be 
improved adding new trained samples to the exemplar set database. In addition, the 
recognition could be enhanced transforming - stretching or widening – the feature space. 
However this last technique is difficult to implement in high-dimension environments 
(Fujinaga 1996). 
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 Also, it is possible to solve regression problems using kNN. Given a set of 
independent variables, it is possible to predict the values of dependant variables finding 
its values using an increment in the factor of  k and average their results. In other words,  
the y value of the query point x is taken to be the average of the outcomes of its k nearest 
neighbors. 
 
 In terms of performance, the trivial linear implementation of the algorithm (i.e. 
compare the vector of the exemplar to all the other vectors to determine its neighbors) is a 
slow process. Other methods are used in order to restructure the exemplar-set in other 
way or complement the learning process. The former could be achieved with kd-tree, 
which is a data structure for storing a finite set of points from a k-dimensional space, 
while for the latter genetic algorithms (Fujinaga 1996), support vector machines  (Zhang 
2006), neural networks (McKay 2004a) and other continuous-evolving methods to 
enhance its speed and accuracy (Younes 2008) (Jiansheng 2009)   
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