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❖ Dennis Pruslin

❖ Automatic recognition of sheet music (1966)  
Sc.D. Dissertation, MIT

❖ David Prerau

❖ Computer pattern recognition of standard engraved music 
notation (1970). Ph.D. Dissertation, MIT

The Pioneers
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Denis Pruslin AKA The Tool 

Baker House, c. 1959  

Denis Pruslin with 
grandson Kevin, 2010/11

David Prerau 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The first published digital scan of music 
(1970)
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Review by Michael Kassler (1972)
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https://www.scaruffi.com/mind/ai/wabot.jpg

1984: Wabot-2
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❖ 1988 Ichiro Fujinaga (McGill: MA) 

❖ 1989 Nicholas Carter (NPC Solar) 

❖ 1996 Ichiro Fujinaga (McGill)  

❖ 1996 Kia Ng (University of Leeds) 

❖ 1996 Bertrand Coüasnon (INRIA, France) 

❖ 1997 David Bainbridge (University of Waikato) 

❖ 2006 Laurent Pugin (RISM Switzerland) 

❖ 2009 Alicia Fornés (Universitat Autònoma de Barcelona) 

❖ 2012 Ana Rebelo (INESC Porto) 

❖ 2014 Andrew Hankinson (McGill) 

❖ 2016 Jorge Calvo Zaragoza (University of Alicante)

OMR Thesis
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❖ Framework for creation of structured document 
recognition system 

❖ Designed for domain experts 

❖ Image processing tools (filters, binarizations, etc.) 

❖ Document segmentation and analysis 

❖ Symbol segmentation and classification 

❖ Portable, extensible, simple, open-source, GUI, batch

2000: Gamera
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Generalized Algorithms and Methods for Enhancement and Restoration of Archives
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❖ Designed and built by Karl McMillan and Michael 
Droettboom (started fall 2000) 

❖ Master’s students at Computer Music Department at 
Peabody Conservatory of Music, Johns Hopkins 
University 

❖ Both worked at Digital Knowledge Centre, Johns 
Hopkins University Library 

❖ Both graduated in 2002

Gamera @ Peabody
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❖ Karl McMillan 

❖ Expert of Security Enhanced Linux (SELinux) 

❖ Worked at Tresys Technology and Red Hat 

❖ CTO at RAKKOON 

❖ Michael Droettboom (Canadian) 

❖ Science software developer at Space Telescope Science 
Institute (NASA) 

❖ Still active in supporting Gamera  

Gamera developers
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❖ Christened Gamera on 1 April 2001 (19th Anniversary!) 

❖ Based on Fujinaga’s Adaptive Optical Music Recognition 
algorithms 

❖ First public mention of Gamera at the 1st Joint Conference 
on Digital Libraries (JCDL: June 2001) in Roanoke, VA 

❖ First paper presented at the 2nd International Symposium 
on Music Information Retrieval (ISMIR: October 2001) in 
Bloomington, IN

Birth of Gamera
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Early Gamera Screenshot (Linux) 
ca. June 2002
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Original Gamera Website 
ca. December 2002
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2001–2008: Evolution of Gamera
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❖ 2001: GAMERA: Framework for creating document 
analysis application 

❖ 2004: Moved to SourceForge (open source code 
repository) 

❖ 2004: GAMUT: Gamera-based Automatic Music 
Understanding Toolkit 

❖ 2005: GEMM: Gamut for Early Music on Microfilms
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❖ Based on GAMUT: Gamera-based 
Automatic Music Understanding Toolkit  

❖ Possibility of OMR for music on micro-
films  

❖ Almost all old Western music are on 
microfilms  

❖ Efficient digitization using automatic 
microfilm scanner  
(Eclipse 500: 590ppm)

2005: GEMM  
(Gamut for Early Music on Microfilms)
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❖ 2001: GAMERA: Framework for creating document 
analysis application 

❖ 2004: Moved to SourceForge (open source code 
repository) 

❖ 2004: GAMUT: Gamera-based Automatic Music 
Understanding Toolkit 

❖ 2005: GEMM: Gamut for Early Music on Microfilms

2001–2008: Evolution of Gamera
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❖ 2006: Joined forces with Aruspix (Laurent Pugin) 

❖ 2006: Christopher Dalitz joined the development team 

❖ 2008: Website moved to: http://gamera.informatik.hsnr.de
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Some Features of Gamera 
c. 2008
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Preprocessing 
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Brightness Enhancement 
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Preprocessing 
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Thresholding
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Staffline Removal 
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Staffline Removal 
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Four-line hand-drawn staff example 
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Staffline Removal 
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Difficult
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Staffline Removal 
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Lute tablature
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Symbol classifier / Gamera 
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Lute tablature symbol recognition
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Other Applications
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Early Modern English
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Other Applications
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Greek
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Other Applications
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Navajo language recognition
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Other Applications
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Roman de la Rose (Bodelian MS Douce 195, 90v, 15th C.)
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2008: Other Applications
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Optical Recognition of Psaltic Byzantine Chant Notation 

Christoph Dalitz · Georgios K. Michalakis · Christine Pranzas



         OMR Fujinaga /91

2009: Other Applications
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Optical Recognition of Lute Tablature 

Christoph Dalitz · Thomas Karsten
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Other Applications
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2005: Other Applications
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Vascular Anatomy of Plants (Alex Cobb, Harvard)
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2009: Other Applications
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Multiple-choice  Test Recognition System (Spadaccini & Rizzo)
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2015: Other Applications
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Blood vessel extraction (Dalitz et al.)
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❖ 2005–2012 Ashley Burgoyne (PhD) 

❖ 2006–2008 Laurent Pugin (Postdoc) 

❖ 2007-2016 Andrew Hankinson (PhD/Postdoc) 

❖ 23 publications on OMR between 2007–2016 

❖ 18 publications on OMR between 2007–2012 (3 per year)

2005–2016: VIPs
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2002: Aruspix 
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Typographic Music: music set with type (single-impression)
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2002: Aruspix

37

❖ Developed by Laurent Pugin 

❖ Specialized for typographic music 

❖ Uses HMM (Hidden Markov Model) 

❖ Does not remove staff lines
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❖ Think: “Google Scores”  

❖ Similar to “Google Books” minus Google 
❖ OMR (optical music recognition) to enable full-text 

search 
❖ Sophisticated music analysis and query 

❖ Access to digitized scores world-wide from a 
single website 

❖ SSHRC-funded 11-year project:  2011–2021: $4.4M 

SIMSSA 
Single Interface for Music Score Searching and Analysis
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❖ Web-based OMR system with score editors 

❖ Rodan (Remote Online Document Analysis Network) 

❖ Gamera + Aruspix (a combination of existing OMR software) 

❖ Verovio (open-source music engraver) by Laurent Pugin 

❖ “Gradsourcing” to correct errors 

❖ Early music 

❖ Web-based user interface to view, search, annotate, and analyze scores  

❖ MEI (Music Encoding Initiative) by Perry Roland and others 

❖ Diva.js (web-based IIIF-compatible document delivery system) 

❖ Humdrum / music21 (analytical tools)

What would SIMSSA provide?
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OMR

SIMSSA

The Vision: Global Music Library
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❖ Musicologists (20) 

❖ Music Librarians (8) 

❖ Music Technologists (11) 

❖ Partners (23) including: 

❖ Bavarian State Library 
❖ Bibliothèque nationale de France 
❖ British Library 
❖ Harvard University Music Library 
❖ HathiTrust Research Center 
❖ New York Philharmonic Archives

SIMSSA Team
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A process of converting images of music scores into a 
symbolic computer representation, such as MIDI, 
MusicXML, or MEI (Music Encoding Initiative).

Optical Music Recognition (OMR)
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OMR
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Steps Involved in OMR
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Music Symbol 
Recognition

Music Notation 
Reconstruction

Image 
Preprocessing

Digitized 
Score

Final 
Output

Symbol 
Combination

Semantic 
Assignment 

(pitch, value)

Staves 
Processing

Symbol 
Segmentation

Musical 
Structure  

Reconstruction

Binarization

Structural 
Analysis

Noise Removal

Image 
Segmentation

Symbol 
Classification
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2011: Liber Usualis Project
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Full-text search of 2,000 pages of Latin text and square notation

We sent the music layer to Gamera, a separate software package 
our group develops, which we trained to classify neume shapes au-
tomatically; any misrecognized shapes were then corrected manu-
ally. We used Ocropus, an open-source tool for optical character 
recognition, to recognize the text, and corrected any misspellings 
automatically with an electronic Latin dictionary.  
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 Our research group has a simple, if 
perhaps quixotic, goal: we would like the 
text and melodies of all known plainchant 
to be available online in a database that 
one could browse or search according 
to musical patterns, textual patterns, and 
liturgical use. Others have shared that 
dream for more than a decade now, and 
it has become clear that it is impractically 
expensive for the scholarly community to 
transcribe everything to such a database 
manually. 
 Based on our experience with optical 
music recognition, whereby computers 
are trained to recognize musical symbols 
from digital images with minimal human 
intervention, we have designed software 
tools that can transcribe printed square-
note notation automatically. As a first step 
toward our goal of a complete database 
of plainchant, we are using this new soft-
ware to make a fully searchable edition of 
the Liber Usualis available online.  

We used Aruspix, a freely available software package developed by Laurent Pugin 
to classify the elements of each page into one of six categories: in-staff music ele-
ments, title elements, lyrics or other inter-stave music symbols, ornate letters, in-staff 
text elements, and printing noise (“blank”). The image on the left depicts the results 
of the automatic classification engine in Aruspix. Aruspix also allows users to cor-
rect any misclassifications manually, as shown in the image on the right. We then 
separated each layer so that music and text could be annotated further. 
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We developed an algorithm to recognize the pitch of each neume 
shape automatically and fed all of the automatic recognition streams 
back into Aruspix to correct any remaining mistakes.  

The pages are now easily searchable with our multi-page document image viewer, 
Diva. Diva allows a researcher to search high-resolution images on a single page, 
rather than the traditional method of viewing page images one at a time. The high-
lighted sections depict the results for the pitch sequence “FGACA”. 

We would like to thank the SSHRC for funding this project and our outstand-
ing development team: Mahtab Ghamsari, Jamie Klassen, Saining Li, Wendy 
Liu,   Mikaela Miller, Alastair Porter, Laurent Pugin, Caylin Smith, and Jessica               
Thompson.  

�����(��������#"

Aruspix saves the final output according to the Music Encoding Initiative (MEI) 
format, which we stored in couchDB, a noSQL database, using an n-gram ap-
proach. This image depicts a couchDB “document” that contains information 
about a specific location on our example page. We used ElasticSearch to in-
dex this information for quick look-ups from our web application.  
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Preprocessing: Aruspix
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We sent the music layer to Gamera, a separate software package 
our group develops, which we trained to classify neume shapes au-
tomatically; any misrecognized shapes were then corrected manu-
ally. We used Ocropus, an open-source tool for optical character 
recognition, to recognize the text, and corrected any misspellings 
automatically with an electronic Latin dictionary.  
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 Our research group has a simple, if 
perhaps quixotic, goal: we would like the 
text and melodies of all known plainchant 
to be available online in a database that 
one could browse or search according 
to musical patterns, textual patterns, and 
liturgical use. Others have shared that 
dream for more than a decade now, and 
it has become clear that it is impractically 
expensive for the scholarly community to 
transcribe everything to such a database 
manually. 
 Based on our experience with optical 
music recognition, whereby computers 
are trained to recognize musical symbols 
from digital images with minimal human 
intervention, we have designed software 
tools that can transcribe printed square-
note notation automatically. As a first step 
toward our goal of a complete database 
of plainchant, we are using this new soft-
ware to make a fully searchable edition of 
the Liber Usualis available online.  

We used Aruspix, a freely available software package developed by Laurent Pugin 
to classify the elements of each page into one of six categories: in-staff music ele-
ments, title elements, lyrics or other inter-stave music symbols, ornate letters, in-staff 
text elements, and printing noise (“blank”). The image on the left depicts the results 
of the automatic classification engine in Aruspix. Aruspix also allows users to cor-
rect any misclassifications manually, as shown in the image on the right. We then 
separated each layer so that music and text could be annotated further. 
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We developed an algorithm to recognize the pitch of each neume 
shape automatically and fed all of the automatic recognition streams 
back into Aruspix to correct any remaining mistakes.  

The pages are now easily searchable with our multi-page document image viewer, 
Diva. Diva allows a researcher to search high-resolution images on a single page, 
rather than the traditional method of viewing page images one at a time. The high-
lighted sections depict the results for the pitch sequence “FGACA”. 

We would like to thank the SSHRC for funding this project and our outstand-
ing development team: Mahtab Ghamsari, Jamie Klassen, Saining Li, Wendy 
Liu,   Mikaela Miller, Alastair Porter, Laurent Pugin, Caylin Smith, and Jessica               
Thompson.  

�����(��������#"

Aruspix saves the final output according to the Music Encoding Initiative (MEI) 
format, which we stored in couchDB, a noSQL database, using an n-gram ap-
proach. This image depicts a couchDB “document” that contains information 
about a specific location on our example page. We used ElasticSearch to in-
dex this information for quick look-ups from our web application.  
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Music recognition: Gamera

48

We sent the music layer to Gamera, a separate software package 
our group develops, which we trained to classify neume shapes au-
tomatically; any misrecognized shapes were then corrected manu-
ally. We used Ocropus, an open-source tool for optical character 
recognition, to recognize the text, and corrected any misspellings 
automatically with an electronic Latin dictionary.  
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 Our research group has a simple, if 
perhaps quixotic, goal: we would like the 
text and melodies of all known plainchant 
to be available online in a database that 
one could browse or search according 
to musical patterns, textual patterns, and 
liturgical use. Others have shared that 
dream for more than a decade now, and 
it has become clear that it is impractically 
expensive for the scholarly community to 
transcribe everything to such a database 
manually. 
 Based on our experience with optical 
music recognition, whereby computers 
are trained to recognize musical symbols 
from digital images with minimal human 
intervention, we have designed software 
tools that can transcribe printed square-
note notation automatically. As a first step 
toward our goal of a complete database 
of plainchant, we are using this new soft-
ware to make a fully searchable edition of 
the Liber Usualis available online.  

We used Aruspix, a freely available software package developed by Laurent Pugin 
to classify the elements of each page into one of six categories: in-staff music ele-
ments, title elements, lyrics or other inter-stave music symbols, ornate letters, in-staff 
text elements, and printing noise (“blank”). The image on the left depicts the results 
of the automatic classification engine in Aruspix. Aruspix also allows users to cor-
rect any misclassifications manually, as shown in the image on the right. We then 
separated each layer so that music and text could be annotated further. 
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We developed an algorithm to recognize the pitch of each neume 
shape automatically and fed all of the automatic recognition streams 
back into Aruspix to correct any remaining mistakes.  

The pages are now easily searchable with our multi-page document image viewer, 
Diva. Diva allows a researcher to search high-resolution images on a single page, 
rather than the traditional method of viewing page images one at a time. The high-
lighted sections depict the results for the pitch sequence “FGACA”. 

We would like to thank the SSHRC for funding this project and our outstand-
ing development team: Mahtab Ghamsari, Jamie Klassen, Saining Li, Wendy 
Liu,   Mikaela Miller, Alastair Porter, Laurent Pugin, Caylin Smith, and Jessica               
Thompson.  

�����(��������#"

Aruspix saves the final output according to the Music Encoding Initiative (MEI) 
format, which we stored in couchDB, a noSQL database, using an n-gram ap-
proach. This image depicts a couchDB “document” that contains information 
about a specific location on our example page. We used ElasticSearch to in-
dex this information for quick look-ups from our web application.  
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Text recognition: Ocropus

49We sent the music layer to Gamera, a separate software package 
our group develops, which we trained to classify neume shapes au-
tomatically; any misrecognized shapes were then corrected manu-
ally. We used Ocropus, an open-source tool for optical character 
recognition, to recognize the text, and corrected any misspellings 
automatically with an electronic Latin dictionary.  
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 Our research group has a simple, if 
perhaps quixotic, goal: we would like the 
text and melodies of all known plainchant 
to be available online in a database that 
one could browse or search according 
to musical patterns, textual patterns, and 
liturgical use. Others have shared that 
dream for more than a decade now, and 
it has become clear that it is impractically 
expensive for the scholarly community to 
transcribe everything to such a database 
manually. 
 Based on our experience with optical 
music recognition, whereby computers 
are trained to recognize musical symbols 
from digital images with minimal human 
intervention, we have designed software 
tools that can transcribe printed square-
note notation automatically. As a first step 
toward our goal of a complete database 
of plainchant, we are using this new soft-
ware to make a fully searchable edition of 
the Liber Usualis available online.  

We used Aruspix, a freely available software package developed by Laurent Pugin 
to classify the elements of each page into one of six categories: in-staff music ele-
ments, title elements, lyrics or other inter-stave music symbols, ornate letters, in-staff 
text elements, and printing noise (“blank”). The image on the left depicts the results 
of the automatic classification engine in Aruspix. Aruspix also allows users to cor-
rect any misclassifications manually, as shown in the image on the right. We then 
separated each layer so that music and text could be annotated further. 
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We developed an algorithm to recognize the pitch of each neume 
shape automatically and fed all of the automatic recognition streams 
back into Aruspix to correct any remaining mistakes.  

The pages are now easily searchable with our multi-page document image viewer, 
Diva. Diva allows a researcher to search high-resolution images on a single page, 
rather than the traditional method of viewing page images one at a time. The high-
lighted sections depict the results for the pitch sequence “FGACA”. 

We would like to thank the SSHRC for funding this project and our outstand-
ing development team: Mahtab Ghamsari, Jamie Klassen, Saining Li, Wendy 
Liu,   Mikaela Miller, Alastair Porter, Laurent Pugin, Caylin Smith, and Jessica               
Thompson.  
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Aruspix saves the final output according to the Music Encoding Initiative (MEI) 
format, which we stored in couchDB, a noSQL database, using an n-gram ap-
proach. This image depicts a couchDB “document” that contains information 
about a specific location on our example page. We used ElasticSearch to in-
dex this information for quick look-ups from our web application.  
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Pitch correction: Aruspix

50
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Web interface: Diva.js

51

We sent the music layer to Gamera, a separate software package 
our group develops, which we trained to classify neume shapes au-
tomatically; any misrecognized shapes were then corrected manu-
ally. We used Ocropus, an open-source tool for optical character 
recognition, to recognize the text, and corrected any misspellings 
automatically with an electronic Latin dictionary.  
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 Our research group has a simple, if 
perhaps quixotic, goal: we would like the 
text and melodies of all known plainchant 
to be available online in a database that 
one could browse or search according 
to musical patterns, textual patterns, and 
liturgical use. Others have shared that 
dream for more than a decade now, and 
it has become clear that it is impractically 
expensive for the scholarly community to 
transcribe everything to such a database 
manually. 
 Based on our experience with optical 
music recognition, whereby computers 
are trained to recognize musical symbols 
from digital images with minimal human 
intervention, we have designed software 
tools that can transcribe printed square-
note notation automatically. As a first step 
toward our goal of a complete database 
of plainchant, we are using this new soft-
ware to make a fully searchable edition of 
the Liber Usualis available online.  

We used Aruspix, a freely available software package developed by Laurent Pugin 
to classify the elements of each page into one of six categories: in-staff music ele-
ments, title elements, lyrics or other inter-stave music symbols, ornate letters, in-staff 
text elements, and printing noise (“blank”). The image on the left depicts the results 
of the automatic classification engine in Aruspix. Aruspix also allows users to cor-
rect any misclassifications manually, as shown in the image on the right. We then 
separated each layer so that music and text could be annotated further. 
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We developed an algorithm to recognize the pitch of each neume 
shape automatically and fed all of the automatic recognition streams 
back into Aruspix to correct any remaining mistakes.  

The pages are now easily searchable with our multi-page document image viewer, 
Diva. Diva allows a researcher to search high-resolution images on a single page, 
rather than the traditional method of viewing page images one at a time. The high-
lighted sections depict the results for the pitch sequence “FGACA”. 

We would like to thank the SSHRC for funding this project and our outstand-
ing development team: Mahtab Ghamsari, Jamie Klassen, Saining Li, Wendy 
Liu,   Mikaela Miller, Alastair Porter, Laurent Pugin, Caylin Smith, and Jessica               
Thompson.  
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Aruspix saves the final output according to the Music Encoding Initiative (MEI) 
format, which we stored in couchDB, a noSQL database, using an n-gram ap-
proach. This image depicts a couchDB “document” that contains information 
about a specific location on our example page. We used ElasticSearch to in-
dex this information for quick look-ups from our web application.  
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Cantus Ultimus
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❖ To extend the utilities of the CANTUS database by providing “full-
music” search 

❖ Create ground-truth OMR training set using seven manuscripts  
(totals: 1,800 folios, 30,000 chants, ~600,000 neumes): 

❖ Cologne 1161 (13th C.) 

❖ Cologne 1137 (14th C.)  

❖ Einsiedeln 611 (14th C.) 

❖ Paris 15181 (14th C.) 

❖ Paris 12044 (12th C.) 

❖ Salzinnes (16th C.) 

❖ Utrecht 406 (13–15th C.)

Main Goals of Cantus Ultimus
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❖ A manuscript now in Canada 
(St. Mary’s University) 

❖ Salzinnes Antiphonal (1554) 

❖ From the Cistercian Abbey of 
Salzinnes in Namur (Belgium) 

❖ Brought to Halifax in the 1840‘s 
by Archbishop William Walsh

2012: Salzinnes Project
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❖ Remote Online Document Analysis Network 

❖ Workflow management system for large-scale optical music 
recognition processes 

❖ File management 
❖ Cropping 
❖ Rotation 
❖ Noise removal 
❖ Binarisation 
❖ Staff recognition and segmentation 
❖ Symbol recognition 
❖ Corrections 
❖ Build indices for searching

2012: Rodan  
Andrew Hankinson
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Rodan: OMR Workflow Management  System
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❖ Pixel-level classification  
❖ Background 
❖ Text 
❖ Staff lines 
❖ Musical symbols 

❖ Convolution Neural Network 

❖ Jorge Calvo Zaragoza: “Calvo’s Method” 

2016: Breakthrough in OMR 
preprocessing!
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Greyscale

Binarization

Border Removal

Lyric Removal

Staff Removal

Shape Classification

Music Reconstruction

Shape/Image Alignment
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Layout Analysis 
 

Calvo’s Method
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Three Different Outputs in One Step! 
Using Convolutional Neural Networks
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Calvo’s Method  
Complete Layout Analysis
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❖ S

Separation of Staff, Notes, & Text 
Jorge Calvo Zaragoza
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Creating the Ground Truth
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Examples of Different CNN Input Window Size
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Samples of different classes
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Separation of Staff, Notes, & Text
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2018: A Different Neural Network Model 
Selective Auto Encoders 

Jorge Calvo Zaragoza
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Accuracy & Training Time Comparison
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Selective Auto Encoders (SAE) vs Convolutional Neural Nets (CNN)

Two Medieval Manuscripts: Salzinnes & Einsiedeln
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Pixel.js: Ground Truth Creator 
Zeyad Saleh, Ké Zhang & Eric Liu
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Partial Creation of Ground Truth
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To classify over 30 million pixels: 3 days (24 hours)!
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Ground Truth
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Original Image

Original Image & Ground Truth
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Ground TruthOriginal Image
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Classification of a Page: Notes
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Classification of a Page: with Staves
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Classification of a Page
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Layout Analysis & Correction  
Pixel.js

Symbol Classification & Correction
InteractiveClassfier.js

Automatic Pitch Finder

Corrections: Neon.js

Digitized Manuscript

Cantus Ultimus 
Interface

OCR & Text Aligner

Neume Mapping
Tool

Output Generator

SIMMSA Workflow for Neume Notation

Workflow Management System
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❖ Andrew W. Mellon Foundation “Enhancing Discovery and Access 
for Sound Collections” (2016–18): £70,000 (total: £408,411) (IIIF A/
V) 

❖ Franco-Québec (ANR/FRQSC) Projects for Social Sciences and 
Humanities “Recherche d’information dans les corpus de musique 
notée” (2016–19): €211,255 (France) and $197,923 (Québec) 

❖ Applied for a grant with Emma Hornby (University of Bristol) to 
the Joint Programming Initiative on Cultural Heritage and Global 
Change 

❖ Applying for an Flemish Fund for Science and Research (FWO ) 
grant with Alamire Foundation (David Burn):  “The Sound Of 
Music. Innovative Research And Valorization Of Gregorian Chant 
Through Digital Technology”

InteractiveClassifier.js 
Minh Anh Nguyen
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❖ The Music Encoding Initiative (MEI) is a community-
driven effort to define a system for encoding musical 
documents in a machine-readable file format (XML). 

❖ In development since 1999.

❖ MEI is based on Text Encoding Initiative (TEI). 

❖ MEI is an alternative to MusicXML.
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Neume Mapping Table to MEI
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❖ Andrew W. Mellon Foundation “Enhancing Discovery and Access 
for Sound Collections” (2016–18): £70,000 (total: £408,411) (IIIF A/
V) 

❖ Franco-Québec (ANR/FRQSC) Projects for Social Sciences and 
Humanities “Recherche d’information dans les corpus de musique 
notée” (2016–19): €211,255 (France) and $197,923 (Québec) 

❖ Applied for a grant with Emma Hornby (University of Bristol) to 
the Joint Programming Initiative on Cultural Heritage and Global 
Change 

❖ Applying for an Flemish Fund for Science and Research (FWO ) 
grant with Alamire Foundation (David Burn):  “The Sound Of 
Music. Innovative Research And Valorization Of Gregorian Chant 
Through Digital Technology”

Neume Mapping Tool 
Imane Chafi

81



         OMR Fujinaga /91

❖ OCR used: OCRopus (recurrent neural network: LSTM)

❖ Sequence alignment: Needleman-Wunsch algorithm

OCR & Text Aligner  
Timothy de Reuse
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RubricAbbreviations

Extollens quaedam mulier vocem de tur-  
ba dixit beatus venter qui te portavit et ube…

From Cantus Database
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OCR & Text Aligner  
Timothy de Reuse
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Neume Editor ONline: Neon.js 
Juliette Regimbal
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❖ Background images displayed with diva.js 

❖ IIIF (International Image Interoperability Framework) compliant! 

❖ Editing via Verovio (an online music engraver) 

❖ The first version of Verovio that is editable!

Neon.js: Version 3 
Juliette Regimbal
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What’s new
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❖ Andrew W. Mellon Foundation “Enhancing Discovery and Access 
for Sound Collections” (2016–18): £70,000 (total: £408,411) (IIIF A/
V) 

❖ Franco-Québec (ANR/FRQSC) Projects for Social Sciences and 
Humanities “Recherche d’information dans les corpus de musique 
notée” (2016–19): €211,255 (France) and $197,923 (Québec) 

❖ Applied for a grant with Emma Hornby (University of Bristol) to 
the Joint Programming Initiative on Cultural Heritage and Global 
Change 

❖ Applying for an Flemish Fund for Science and Research (FWO ) 
grant with Alamire Foundation (David Burn):  “The Sound Of 
Music. Innovative Research And Valorization Of Gregorian Chant 
Through Digital Technology”

Neon.js: Text Editing 
Caitlin Hutnyk
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Cantus Ultimus Interface
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❖ Early developments 

❖ OMR Thesis 

❖ Gamera 

❖ SIMSSA (Single Interface for Music Score Searching 
and Analysis) 

❖ Cantus Ultimus

Summary 
“A Retrospective on Optical Music Recognition Research”
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SIMSSA Team @McGill: Summer 2019
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