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Abstract

“We tend to think of what we ‘really’ know as what we can talk about, and disparage
knowledge that we can’ t verbalize.” ((Dowling 1989), 252)

The exemplar-based |earning model is proposed here as an alternative approach to modeling
many aspects of music cognition. The implementation of thismodel is based on ak-NN (nearest
neighbor) classifier, and on a genetic algorithm which is used for feature weighting.

Although humans are capable of consciously abstracting concepts and deriving rules, there are
other cognitive tasks such as music knowledge acquisition that are largely non-verbal and defy
generalizations, consequently making the application of traditional rule-based Al models
problematic.

In exemplar-based learning, such asthe k-NN rule, objects are categorized by their similarity to
one or more sets of stored examples, which can be represented as weighted feature vectors.
Similarity is often defined as the distance between the vectors. In the current implementation,
the genetic algorithm is used to find a near-optimal set of weights.

This paradigm, also known as the lazy learning model, is attractive because training is not
necessary, learning is extremely fast, algorithms are simple and intuitive, rules are not sought,
and learning is incremental. The major drawback has been the high memory requirement, since
all examples must be stored, but the recent decrease in memory cost makes this model quite
feasible.

Exemplar-based recognition models have been successfully applied in many pattern
recognition and classification tasks. Furthermore, cognitive psychologists have found this model
evident in human and animal learning. In music, style recognition, harmonization, expressive
performance, instrument recognition, and structural analysis are some of the obvious targets for
the deployment of this model. Use of this model isillustrated with an optical music recognition
system and amusical instrument identifier that uses only the steady-state (post-attack) portion of
instrumental sounds.

Introduction

Most research in artificial intelligence and music
has used rule-based models (e.g. (Balaban,
Ebcioglu, and Laske 1992; Schwanauer and L evitt
1993)). Exemplar-based model, which is analogous
to theidea of “learning by examples,” is proposed
here as an alternative approach to modeling many
aspects of music cognition.

Although humans are capable of
consciously abstracting concepts and deriving
rules, there are other cognitive tasks such as
music knowledge acquisition that are largely
non-verbal and defy generalizations, conse-
quently making the application of traditional
rule-based Al models problematic. Laske
(Laske 1992, 251) remarked that “in Al
generaly, and in Al and Music in particular,
the acquisition of non-verbal knowledgeis
difficult, and no proven methodology exists.”

One of the ways to represent non-verbal,
implicit knowledge is through examples. The
implementation of this model is based on a
combination of ak-nearest neighbor (k-NN)
classifier and a genetic algorithm, which is
used for feature selection and feature
weighting.

This paradigm, also known as the lazy learning
model (Aha1997), is attractive becausetraining is
not necessary, learning is extremely fast,
algorithms are simple and intuitive, rules are not
sought, and learning isincremental. The major
drawback has been the high memory requirement
since all examples must be stored, but the recent
decrease in memory cost makes this model quite
feasible.

Exemplar-based recognition models have been
successfully applied, for example, in optical music
recognition (Fujinaga, Pennycook, and Alphonce



1989), vehicle identification (Lu, Hsu, and
Maldague 1992), pronunciation (Cost and Salzberg
1993), cloud identification (Aha and Bankert
1994), respiratory sounds classification (Sankur et
al. 1994), wine analysis and classification (Latorre
et al. 1994; Moret, Scarponi, and Cescon 1994;
Garcigjares, Garciamartin, and Celatorrijos 1995),
natural language trandation (Sato 1995), and credit
risk assessment (Henley and Hand 1996).
Furthermore, cognitive psychologists have found
this model evident in human and animal learning.
In music, style recognition, harmonization,
expressive performance, instrument recognition,
and structural analysis are some of the obvious
targets for the deployment of this model.

Exemplar-based model

The exemplar-based model is based on the idea
that objects are categorized by their similarity to
one or more stored examples. There is much
evidence from psychological studies to support
exemplar-based categorization by humans (Brooks
1978; Hintzman 1986; Medin and Schaffer 1978).
This model differs both from rule-based or
prototype-based models of concept formation in
that it assumes no abstraction or generalizations of
concepts (Nosofsky 1984; 1986).

K-nearest-neighbor classifier

The exemplar-based model can be implemented by
k-NN classifier (Cover and Hart 1967), whichisa
classification scheme to determine the class of a
given sample by its feature vector. Distances
between feature vectors of an unclassified sample
and previoudly classified samples are cal culated.
The distance can be defined in avariety of ways,
for example, the Euclidean distance between two
feature vectors X and Y in an N-dimensiona
feature space is defined as:
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The class represented by the majority of k-closest
neighborsis then assigned to the unclassified
sample. Besidesits simplicity and intuitive appeal,
the classifier can be easily modified, by continually
adding new samples that it “encounters’ into the
database, to become an incremental learning
system. In fact, “the nearest neighbor algorithmis
one of the simplest learning methods known, and
yet no other algorithm has been shown to
outperform it consistently” ((Cost and Salzberg
1993), 76).

Since the calculation time of the distanceis
proportional to the number of featuresin the
feature vector, one of the ways to improve both
performance and accuracy is to determine relevant
features.

Featur e selection

Feature selection involves deciding which subset of
features that best distinguish among the various
object types. The procedure of selecting “good”
featuresis not formalized; as Castleman states,
“freguently intuition guides the listing of
potentially useful features’ (Castleman 1979),
321). Cover and Van Campenhout (Cover and Van
Campenhout 1977) rigorously showed that in
determining the best feature subset of size m out of
n features, one needs to examine al possible
subsets of size m. For practical consideration, some
non-exhaustive feature sel ection methods must be
employed. Many methods exist for finding near-
optimal solutions to this problem in afinitetime
(Jain and Zongker 1997), such as sequential
backward elimination (Kittler 1978), sequential
forward floating selection (Pudil, Novovicova, and
Kittler 1994), and branch and bound (Hamamoto et
al. 1990; Narendra and Fukunaga 1977; Yu and

Y uan 1993). The latter method guarantees the
optimal features subset without explicitly
evaluating all possible feature subsets under the
assumption that the criterion function used satisfies
the “monotonicity” property. Unfortunately, in
many situations there is no guarantee that this
constraint or even the more relaxed “ approximate
monoatonicity” (Foroutan and Sklansky 1987) can
be met. Furthermore, although branch and bound
can reduce the search space drastically, the
calculation may become impractical in cases where
there are many features.

Feature selection using genetic algorithms,
introduced by (Siedlecki 1989), is near optimal and
efficient. It makes no a priori assumptions about
the features and the subset can be incrementally
modified as more samples are added to the
database, thus making it adaptive to changing
environment. This technique of finding agood
feature subset is used by various researchersin
neural networks (Brill, Brown, and Martin 1992),
paralld classification (Kuncheva 1993), biology
(Punch et al. 1993), music (Fujinaga 1995),
mammaography (Sahiner et al. 1996), and
agriculture (Chtioui, Bertrand, and Barba 1998).

Genetic algorithms

Genetic algorithms (GA) (Davis 1987; Goldberg
1989; Holland 1975) are often used whenever
exhaustive search of the solution spaceis
impossible or prohibitive, and is based on
computational models of the evolution of
individual structures via processes of selection and
reproduction.

The algorithm maintains a popul ation of
individuals that evolve according to specific rules
of selection and other operators such as crossover
and mutation. Each individual in the population
receives a measure of itsfitnessin the
environment. Selection focuses attention on high-



fitness individuals, thus exploiting the available
fitness information. Since the individual’s genetic
information (chromosomes) is represented as
arrays of binary data, simple bit manipulations
allow the implementation of mutation and
Crossover operations.

GA have been successfully applied to solve
many optimization and other computationally
intensive problems (Davis 1991). In music, genetic
algorithms have been used for sound synthesis
(Cheung and Horner 1996; Horner, Beauchamp,
and Haken 1993; Horner, Beauchamp, and Haken
1992; Horner, Beauchamp, and Packard 1993;
Takalaet a. 1993; Vuori and Vaimaki 1993), for
optimal placement of microphones (Wang 1996),
and as a compositional aid (Fujinaga and
Vantomme 1994; Horner and Goldberg 1991).

For the feature selection, the set of featuresis
converted to “genes’ (chromosomes), where each
feature is represented by abit in the binary array.
Therefore, each gene, having different sequence of
bits represents a subset of features to be used for
classification and those that have high recognition
rates are made to survive in this pseudo-biological
environment.

By using GA from the beginning of the
learning process, a set of good genes (set of
weights) are saved so that they can be used as the
starting points for the future selection processes.

It should be noted that the genetic algorithm
can also be used to make k-NN classifier more
efficient by reducing the number of exemplarsin
the database (Brill, Brown, and Martin 1992;
Kuncheva 1997; Kuncheva 1995; Zhao and
Higuchi 1996).

Timbrerecognition

A timbre recognition experiment was conducted
using k-NN classifier and using GA for the feature
selection. The system was used to classify 39
different orchestral instrument timbres. The data
comprised of the steady-state (post-attack)
spectrum of each of the instruments played at
different pitches (total of 1338 spectrums) (Sandell
1994). Some timbre contained over 400 features
since each value of the harmonics was considered
as afeature. Additional features calculated from
the spectral dataincluded centroid and other higher
order moments, such as skewness and kurtosis.

Theinitial analysis showed that, as expected,
the centroid alone was the best single feature with
the recognition rate of 13%, which is much better
than chance (2.5%). When the genetic algorithm
was used for feature selection, i.e. finding the

subset of 400 features that results in the best
recognition score, the best results were obtained
using five features: the fundamental, the integral of
the spectrum, the centroid, the standard deviation,
and the skewness. What was surprising was the
recognition varied greatly between instruments.
While the French horn and the muted trumpet were
recognized near 100%, other instruments did very
poorly: such as the oboe (19%), the violawith
martele (14%), and the violin with martele (6%).
The average overall was 46%, which isfar superior
to using a single feature such as the centroid while
maintaining calculation time to a minimum by
using five features, instead of hundreds of features.

This study illustrates the benefit of feature
selection using genetic algorithms. The exhaustive
search would have meant prohibitive calculation of
2** combinations of features.

Feature weights

The k-NN classifiers can be further enhanced by
modifying the feature space, or equivalently,
changing the weights in the distance measure
(Kelly and Davis 1991). A commonly used
weighted-Euclidean metric between two vectors X
and Y in an N-dimensional feature spaceis defined
as.

1/2
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By changing the weights, ®; , the shape of the
feature space can be changed. (See Figure 1.) The
feature selectionis atrivial case of feature
weighting where w; isbinary.

In determining the weights for each feature,
the problem becomes more complex as Cash and
Hatamian (Cash and Hatamian 1987) have shown.
On the other hand the weighting of each feature
used in a similarity measure can markedly improve
the recognition rate and also provide relative
importance of each feature. In other words, the
optimal use of features involves not only choosing
the correct subset of the features but also how
much of each feature should contribute to the final
decision. In feature selection, the goal wasto find a
set of binary weights for the features (0 or 1), but
the problem now is to determine the weights that
can be any real numbers. Since no known
deterministic method for finding the optimal
solution exits, GA is again a useful tool for finding
the near-optimal set of weights from thisinfinite
possibility (Wettschereck, Aha, and Mohri 1997).



Figure 1. Unknown object X and its neighbors in two feature spaces. By changing the weights
in the distance metric, the shape of the feature can be modified. In a), the nearest
neighbor of X is P. In b), where the vertical axis has been scaled, the nearest

neighbor is Q,

Although, this hybrid learning system, combining
k-NN classifier and GA, does not guarantee the
optimal solution, near-optimal results can be
obtained relatively quickly and preliminary
experiments with the system have shown dramatic
improvements in the recognition.

Raymer et al. (Raymer et a. 1997a)
comparing asimple k-NN and a feature-
weighted k-NN showed recognition accuracy
increase from 61% to 77% in one case and
69% to 80% in another case, both using four
floating-point features. In amedical
application using 21 features, they (Raymer et
al. 1997b) showed an improvement from 70%
to 94%. In addition, the GA was modified
(using a 987-hit chromosome) for feature
selection as well as feature weighting that
resulted in reduction of the number of features
to five and increase of accuracy to 98%.

Other successful implementations include
speaker identification (Charlet and Jouvet
1997) and optical music recognition.

Optical music recognition

In the optical music recognition task (Fujinaga
1996b; 1996a), segmented music symbols are
represented by 15 features, such as width, height,
area. Prior to introducing the GA into the classifier,
the recognition rates were in the 85% to 90% range

depending on the complexity of music. The feature
selection up to this point was done manually over
several months. After afew days of calculation, the
application of GA resulted in a significant
improvement achieving accuracy of 95%-97%. By
using floating-point weights with 4 bits per feature,
the system recognized up to 99% of the symbols

Conclusions

The implementation of the exemplar-based
learning model using k-NN classifiers and genetic
algorithms was demonstrated using examples from
music applications. There are many other possible
areas in music where this model can be applied.
Some of these are harmonization, counterpoint,
orchestration, piano reduction, expressive
performance, automatic accompaniment,
composition / improvisation, score-based analysis,
transcription, beat-induction, tempo / key tracking,
key finder, phrase detection, style imitation, style
identification, intelligent instrument lessons.

The exemplar-based model, which places rote
memory as the fundamental mechanism for
learning, offers a promising and alternative
approach for music cognition and to understand the
implicit knowledge that musicians possess and may
be applied to other types of categorization and
learning tasks.
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