
( 

Optical Music Recognition using Projections 

by 

Ichlro FuJinaga 

Thesis submitted to 

the Faculty of Graduate Studies and Research 

in partial fulfillment of the requirements 

for the degree of 

Master of Arts in Music Theory 

Faculty of Music 

McGilI University, Montreal 

September, 1988 

© Ichiro Fujinaga, 1988 



... -------------------_ .. _ ..... _-_. 

( 

Chapterl 
Chapter2 

Chapter3 

Chapter4 

Chapter 5 

Table of Contents 

Introduction . . . . . . 

Background .. • . . . 
2.1 Non-optical input methods 

2.1.1 Alphanumeric 
2.1.2 Graphic 
2.1.3 Clavier a ... d MIDI 
2.1.4 Combinat ions 
2.1.5 Digiti7ed sound 

2.2 Previous research on OMR 
2.2.1 Prusslin and Prerau 
2.2.2 Olhers 

2.3 Applications 

Pattern recognition 
3.1 An Overview . 
3.2 Projection . . 
3.3 Locating the maxima 
3.4 Syntax and semantics 

MU!llc Printing Imd OMR 
4.1 Prinling Methods 

4.1.1 Typography .. 
4.1.2 Engraving 
4.1.3 Lilhography . . 
4.1.4 Modern Methods 

4.2 Music and OMR 
4.2.1 Orientation .. 
4.2.2 Shape and Sil'e 
4.2.3 Positioning 

4.3 Conclusion . 

Software lleslgn 
5.1 Overvicw 
5.2 Locating the system 
5.3 Analysis of a system 

5.3.1 Locating the staff 
5.3.2 Locating the symbols 
5.3.3 Clef classification 
5.3.4 Key Signature Classification 
5.3.5 Classification of other symbols 
5.3.6 Beamed notes . . . 
5.3.7 Determining the nOlchcad position 
5.3.8 Locating the dot 

Cha pter 6 Experlment and conclusions 
6.1 Hardware .Ind software 

Appendix 

6.2 Music samples and devc10pment 
6.3 Results 
6.4 Conclusions 

Bibliography .. .... 

1 

4 
4 
4 
5 
5 
6 
6 
6 
7 
8 
8 

· 10 
.10 
· 12 
· 15 
· 16 

· 19 
· 19 
· 19 
.20 
.23 
.23 
.26 
.27 
.28 
.29 
.30 

.34 

.34 

.35 

.43 

.43 

.43 

.45 

.46 

.46 

.50 

.51 

.51 

.52 

.52 

.53 

.54 

.62 

.64 

.65 



Abstract 

This research examines the fcasibility of implcmenting an optical music score recognition sy~tcm on Il 

microcomputer. Projection technique is the principal mcthod cmployed in thc recognition process, 1I~~i~led 

by some of the structural roles governing musical notation. Mm.ical examples, excerpted mostly fwm solo 

repertoire for monophonie instruments and rcprcscnting various puhlisher~, IIrc uself as samples to dcvclnp 

a computer program that recogniles a set of musical symbols. A linal te!.1 of the sy!.tcm is undcrtakcn, in

volving additional samples of monophonie music which wcrc not lIscd in thc dcvclopmcnt ~tagc. Wilh thest' 

samples, an average recognition rate of 70% is atlaincd withoul any opcrator intervention. On an IBM-Al'

compatible microcomputer, the total proeessing time inc1uding the ~canning opcration is ahout tW(ll1linute~ 

pcrpage. 



( 

{ 

Résumé 

Cette recherche étudie la possibilité d'implanter un système de reconnaissance optique de partitions 

sur micro-ordinateur. La projection constitue la principale méthode d'analyse, quoique guidée par cer

taines règles de notation musicale. Un logiciel a été développé permettant de reconnaître les principaux 

symboles musicaux rencontrés dans des pièces publiées chez divers éditeurs ct écrites, pour la plupart, pour 

instrumcnt~ monodiqucs. Des exemple~ musicaux non utilisés à la phase du développement ont permis 

d'ohtenir un taux de reconnai~!>ance de 70%, et cc, san!> intervention humaine. Le temps total d'analyse 

d'une partition, !>Uf un micro-ordinateur de type IBM-AT, est d'environ deux minutes par page, incluant le 

temp!> de lecture optique (scanner)_ 



Chapter 1 

Introduction 

Currcnt vigorous devclopmcnts in the arCH" of c()mpllter-a'i~isted mu .. ic comp(l~ili()n ami ~Ollnd ~ynlhe· 

sis, togcther with succcssfui rcccnl designs of gcncrdlivc grummar~ for mUlIic production, have prnvcd Ihe 

applicability of computcrs to mu'iic. In one imporlant areu, howevcr, there have been severe linutalillll\' 

evcc .;incc its bcginning'i in the late 194()'s, computer-assi .. ted music M':orC proCC'i'iÎng h,IS hccn hampercd hy 

the lack of a fast and rcliable system for computer recognition of mu .. ic ~core.,. Mmt rClIcarch projCl.h have 

(esorled to time-consuming and error-pronc haml method'i of encoding musical notation. Expcrimcnt .. wilh 

optical scanners in the late sixties wcre l>UCCClIsful in principlc but ncvcr rcachcd ,1 ~Iagc whcre implcl1lcn· 

talion would be practically or economlcally fea"ible Recent progrc~~ in J,lpan and Korcél involve., cxpen· 

sive technology and is not exprcs1>ly directed toward ... mu"icological rc ... carch. 

A practical and rclativcly inexpensive optical music rccognition (OMR) system would allow a rcvitali· 

zation of computer-assisted rcscarch in musicology and, at the same time,lIimplify many taskll in mu ... i( ;cr· 

formancc. Potential application arca'i include the c ... tabli!-.hment of large mu ... ic dataha~e ... for informiJlÎon 
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Chapter 1 - Introduction 

retricval and research; score-based analysis of musical structure and style; score editing for reprint, rcvi

sion, and preparation of performance malerialc;; and re-coding for Braille printing. 

The ba!.ic ta.,k of an OMR ~ystcm is tn convcrtthe score into a machine-readable format by mcans of 

an optical scanncr, the digiti/cd image 1 ... thcn analy/cd to locate and ide nt if y the musical symbols. Deter

mining the fea!.ihility of implemcnting an OMR program on a microcomputer with an inexpcnsive desktop 

optical SCanner is the primary goal of the present research. One major difficulty here is lhal, in general, ma

chine pallern recognition proce'i!.cs require large compuler resources, for examplc, a single page of 

'icanned mU'iic may contain more than one million bits of information. 1 n order to analyze this data in a rca

Mmahle amount of time using a .. m •• 11 computer, strategics mU'it bc devised to reduce computation time. 

Th:.: princip •• 1 ml:lhod proposcd and invc<,tigated in the pr(~scnt thesis is thc use of projcctions. 

Projcctions essentially tran<,form the two-dimcnsional scanncd image into one-dimension al data, thus 

reducÎng the amount of dat ... 10 he examtncd. The a<''iumption i'i that, because of lhc distinctivc fealures of 

each mu .. ic •• 1 symhnl, thc n:duccd data retain 'iuflicient information 10 locate and 10 hdp identify the target 

!.ymhub The II<,C of projection .. for OMR has the addltional advantage of minimi:ting the inlerference pro

duccd by the ... t •• ff line .. Sincc mo<,t mU ... leal ~ymbol .. arc superimposeu on the staff, separation of the in

dividual l.ymhol from it!. background u!lually po'ies ~ome diflicullies (Prusslin 1966; Prerau 1970). 

Projcction~ have becn u .. cd in other n.! .. earch, !ouch a!> Chinc!oe character recognition; neverthcless, exten

l.ive \I~e of projc,,·tiun!> for mu.,ic recognition has not been reporlcd, To further reduce computation lime, a 

prion ~lructural knowlcdgc of mu.,ic notation is utililcd. 

Mu!>ic !.cores rcly on certain syntactical and semantic principles for effeclive communication. Sorne of 

Ihcsc rules ,,'.m he incorporatcd into the progmm to provide a more efficienl and rcliable recognition sys

tem. For cXlImple. the exislence of a b.lr tine is deduciblc from the total duration contributed by the notes 

and rest!. cont .. incd in the har. Con"ersely, bar lincs mlly be used as error-detccting deviccs. Because ex-
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Chlpter 1 - Introduction 

isting studies on the structural rulcs of nolalion :.IS thc}' apply tn OMR .Ire Iilllited ,,"li fmgmenlary, unlY.I 

small subsel of thcse rules is ulili/ed in the eurrcnl progralll. 

Since the present research i<; meant to scrve as a pilot st ully, the eurrent snflware implel11entation i., 

subjectto other limitations. The ahility of Ihe program tn differenti.ltc 1>ymhnb i" re,trÎl'ted tn a ,lIh.,t·t 01 

the symbols found in common mw,Îl'al nolalion. This suh,et indude, l'Ids, acddenlal" note." and har IlI1l" 

While the section of thr program that I()(.'ate<; the 1>ta\'e, on a pa~e rnay he u,cll for a willc varil'ly of 't'orl", 

the main portion of the program, devoted 10 idcntifying Individual 'ymhoh, cllrrently worJ.:., ollly lor Illll'Il 

wriuen for a single, monophonie in<;trulllellt The I.lller re\t riction i, notnitic.11 .,incc a l'Omplcte ()M R "y'. 

tem will contain a numher of suhprogr.II11', each 'pecilic,llIy dc~i~neù to .1I1.lly/c a cl'rlain type 01 '1( OH', 

furthermore, cxperiencc gained from monophonie ~canning will be immcdiatcly applicahlc 10 Ihc more 

complcx situai ion found in polyphonie ,cores. 

The details of the reeogmiiolliechmque, arc eXplaincd in Chaptcr ], varioll' Illu,ie prilltin~ Ille 1 hod, ;l\ 

they affcct OMR arc sludicd 111 Ch.lpler 4, and t'hapler 5 conlain, a gelln.11 de,criplioll of Ihe ,ollw,lre 

The rc!>ults of software tC\t5 arc given in Chaptcr 6. To proville ,oille background, prevlOlI' rc,c.IH h 011 

music input to compulers and possible application~ of Ihe OMR "y.,tem are reviewcd inlhc ncxllhaplcr. 

3 



Chapter2 

Background 

2.1 Non-optical input methods 

AlthoUl~h the (l'ltcntial of computer!. in the I1c1J of musie has becn recogniled since the late forties, the 

dirticulties a\Mll'iatcd wilh cnlering the music data inlo Ihe machine have slowed the development ofmusi

cal applieal ion .... \Vil hin Ihe la<;1 t hirty ye.tr ... , there havc been sevcral allcmpts to devi!.c practical music input 

.. y\lems; Ihe mml important of thc ... e arc rcvlcwed bclow. 

2.1.1 AI.,hallllllll'ric 

The earlic~t appro.tch was 10 encode mU'iic notation into alphanumeric codes; eurrently, the most 

widcly \I!.cd .t11111ng thc!.c appc.,rs 10 he Stdan B,lUcr-Mcngclbcrg's "Digital Altcrnate Representation of 

Mmiral S(,:mc~" (DARI\tS; Erick!-.lln 197ô). De\'c111pmentllfthc DARMS project has becn slow sincc its in-

l.'CPlion; l1e\l·rllll:Ic ....... the ~y~iem i ... l"IP,lhlc 01 cocling .lllllll"t .any Iype of standard musical notation. Two 

m.ljor di'iadv,llItage ... of ,llphanumerk cIH:oding ... y ... tcm\ Me that theyarc cxtremcly time-consuming, and 

they arc error-prunc. A prujet'l of encoding 60C p,lgC'i of Josquin Ma'ises, undertaken at Princeton Univer-

4 
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sity and using an input language callcd Inlermeùiary Musical Language, wa" cslimaled 10 haw l"kcll 'OIl\l' 

800 hours plus proofrcading (Lockwood )(nO, 20). Another dr.lwbaek of lhesc ml'Ihod!. i!. Ihat .1 l'cll.lin 

amounl of training is rcquircd 10 lcarn the eneoding sy!.tcl11. Olhcr m.ljor .llph.lllul11erie cllclllllllg !.y~tl'l11' 

indudc Plaine and Ed"ic code, MUSTRAN, OXf(lrd Mu!>ic pfl)n;~~or, and LeI,lIld Smith'!. MSS (Bro(l~ 

1965; Brook 1'>70; Hewlctt and ~clfridge-Ficld 1987, )-22; Smith 1 97~). 

2.1.2 Graphie 

The sccond method i!> graphic input, wherc the user !.clcct!> Ihe approprialc prcdclincd l11\1!.ic ~yl11hol 

from a menu shown on ! :Ie cOl11puter ~creen, and pl.lees it on the staff lI~ing a poinling dcvÏl'c ... lIch a~ .1 

mousc. (Cantor )971; Mcrcuri )9Rla; Mercllri 1981b; Buxlon l'I al. )!)Sl; Y.lvc1ow )IJR5) 'l'hi" I1lcthod 

works weil if thc music is relativcly short and "impie, othcrwi,e the I.I'\... l'an heeolllc very tcdi()II~. Yet, thi, 

is probably thc most praclical mClhod lor mpuuing any new mll~ie th.Il ha .. not heell printed Currcntly, 

therc is a wide varicty of commercial "oftwarc av,lilahlc for microl'oI1lPlller ... , im luding Prolc .... ional ('Olll-

poser, Jim Miller's Pcr!\onal Compmcr (Miller ]<)85), and Keith Hamc!'" Mu'prinl ,\IId Mu,Swhc. 

Hamcl's programs conta;n a time-~aving option, whereby Ihe u.,er l',1ll "draw" ... implilietl 1l111,ical "ylllhol~ 

with thc mousc. Many of thcse program~ allow tile u,er lo play h.tek the ~c()re throllgh MIDI (MmÎlalln

strument Digital Interface), which is an excellent means of error cheding. 

2.1.3 Clavier und Mml 

The use of a piano-like keyboard (clavier) attached tn a computer ()lfer~ an apparently cllicient mcthod 

of input (Raskin 1980a; Raskin !980h; Talhot IIJH1). The u,cr play., thl: mu ... ie on :he kcyhoard tll tran,lcr 

the information to the computer. With lhe advent of MIDI, input vi,1 imtruml:nt, other th.ln lhe kcyhoard, 

such as guitars and winu instruments, i~ now pm.,ible. One ùi<;auvantage of lhi~ mclhod i., • he 10., ... 01 ,>onH: 

vital information such ac; chromatic orthography, siun" stl:m dircclion~, and voiœ a",'gl1ml:nt~ 'l'hl: rhylhm 

ofthe encoded music is often inal'l'urate sincc the proCC'i'> involve'i a human pcrform!:r. In many "y~tem ... 01 

this type the user can spccify the types of uurational value~. containl:d in the mu ... ic to minimil.c rhythmic cr-

rors. 
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Chapter 2 - Background 

2.1.4 Comblnatlons 

Some systems employa combinat ion of the melhods already described. Smith's MSS, for instance, ae-

cepts alphanumerie codes which can be edited on the screen (Smith, 1973), and Xerox's Mockingbird sys-

tem has clavier input but also allows interactive editing (Maxwell 1984). Mueh microcomputer MIDI-based 

software al!.o has capabilities for modifying scores gcnerated by MIDI input. 

2.1.5 Dlglllud sound 

The use of a digitized audio signal as input has also been auempted (Moore 1979; Piszczalski et al 1981; 

Chafe et al 1982; Foster ct al 1982; Imai 1984; Piszczalski 1986). There are reports of reasonable success 

with monophonie music, but the task of dccoding polyphonie musie seems virtually impossible with present 

technology. Should this approach eventually givc rise to a functionillg method of score-conversion, the 

probleml\ rclated to clavier input would still apply. Anothcr disadvantage ofthis method is that il requires a 

powerful computer to process the immense amounts of data involved (about one million bits per second). 

2.2 Previous research on OMR 

A system involving an optical scanning deviee theoretieally provides a complete, accu rate and fast 

method for score input. The advantagc of such a system was recognized as early as 1963 when Michael 

Kassler designed an hypothclical OMR machine nall'(;J M (Kassler 1970). Unfortunately, due probably to 

the high priee of scanners and a fairly sm ail market, very liule research followed this initiative. Recent dra-

m.ltic reductions in the price of both computers and scanners, however have made the development of an 

OMR system an entircly realistic prospcct, cspccially since this method offers Many advantages over other 

types of input methods, and since there is a wide variety of applications which eould benefit from these 

advantages. The users of an ideal OMR system would need no special training, complex human-readable 

encoding schemes nced not be dcvised, and the system would be able to acquire ail the information needed 

tu reproducc the score faithfully. 

« .. 
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Chlpter 2 - Background 

Z.1.1 Prusslln and Prerau 

Despite the extraordinary potential of optical recognition of music, rescllrch into this nren htls becn 

Iimited, until very recently, to two MIT doctoral dissertations: those by Prusslin (1966) llOd Prerau (1970). 

Because both were committed to 1 he use of contour-tracing technique to segment the symhols,lhe !>lllrr lines 

became a considerable obstacle. Thus the bulk of their energy was devotcd to solving t his problem. 

White Prusslin solved thc staff line problem by removing allthin hori)l'nntallines, his repcrtuire of sym-

bols was limited to quarter-notes and beamed noie groups. Also, the input to his system was reslricted to 

samples consisting of one measure of rciativc\y simple piano music. 

Unfortunately, as Prerau found out, Prusslin's technique for removing the staff lines did not work when 

a larger set of symbols was to be recognized (Prerau 1970,42). In order to isolate the symbols Prcruu crrce-

tively removed the staff lines by contour-tracing the cntire staff; thi!> al!>o meant crasing portions uf the sym-

bols that intersect with the staff lines. Thcse "hob" wcre then Iilled in ordcr 10 restore the mu!>ical !>ymhnl!>. 

Arter the segmentation process, the width and the height of symbols werc used, along with mu!.ieal syn"Ix 

rules, for identification. Prerau chose Mozart's Twelve Duels for Two Wil/d II/slmllleuis K. 487, published by 

Breitkopf & Hartel, as his source music. Two to threc measures of both pllrts were ulled as sampb tn 

develop the program which recognized clefs, certain time signatures, rests, accidentai!>, and notes. The 

musie used for the test run consisted of a few samples (ahoultwcnty measure!» taken From the same MlIIrœ 

and containing a total of 137 symbols, which the system correctly rccognizcd. Tt:t: time requircd to procc!> ... 

each sample (equivalent to four to six measures of solo music) averaged about four minute~ on an IBM 

mainframe. In a 1972 revicw of thcse two dissertations, Kassler remarked lhal: 

... as a result from their work, the logie of a machine that "reads" multiple paraUcI !>taffs 
bearing polylyncar[sicJ printcd music in allca~t one "fount"[sic 1 and l,i/c can he secn lo 
be no further than another couple of M.I.T. di'l,ertalion away. (Ka'i'iler 1972). 

No such dissertation has appearcd from M.I.T. or el!-.cwhcre. 

7 
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Z,Z,Z Others 

More recently, a few pa pers on computer recognition of music have appeared, originating from Japan 

(Ohteru 1985; Tojo 1982) and Korea (Lee 1985). The Most impressive of these describes the Tsukuba 

Robot, which "reads" a page of keyboard music in about fifleen seconds, then performs il on an electronic 

organ using mechanical fingers and feet. The total deyclopment cost ofthe robot is estimated to be over two 

million dollars (Roads 1986). 

The 1987 edition of the Directory of Computer Assisted Researclr in Mllsicology reports, without much 

detail, on research rclated to OMR conductcd by Nicholas Carter (University of Surrey, Guildford, UK), 

Bernard Mont-Reynaud (Stanford University), Henry Baird (AT&T Bell Laboratories), Brad Rubenstein 

(Sun Microsystems and University of California, Berkeley), Peter Preston Thomas (University of Ottawa), 

Neil Martin (Thames Polytechnic, London), and Alastair Clarke (University of Cardiff) (Hewlelt and Self

ridge-Field 1987,81-84). 

2.3 Applications 

Once the music scores have been stored in the computer, the data can be used by a wide range of ap-

plications. For musicologists and theorists, the computer can perform various userul and interesting tasks. 

These include scorc-bascd structure and style analysis, statistical validation of certain musical theories, 

cre~lti(ln of indices, thcmatic or otherwisc; and the publication of reprints, revised edit ion s, and critical edi

tions. Il is likely that the sy!o.tem will also cncourage researchers to develop new analytical methods, appli

cable (lnly with the assistance of computcrs. 

There arc also many possible applications for pcrformers and conductors. Time-consuming tasks such 

as transposing mU!o.ic, crcating parts From a score, making a piano reduction, or customizing scores for opera 

8 
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production, would he Cacilitated by the use of computers. If the system rcachcs a point whcrc it CUR rccog· 

nize handwrittcn music, it caR also assist composers in publishing high qunlity scores at a much lowcr cost 

than presently possible. 

Perhaps the most important consequence of the present rcscarch is tha. the OMR sy!\tem makcs 

possible the establishment of large databuses of mu!.ic. Such datahases would hccome an csscntiul rcsourcc 

for most music research, including studies in perception and cognition. Therc is also un urgent nced for an 

inexpensive method of transcribing ordinary music notation into Braille. 

9 
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Chapter3 

Pattern recognition 

3.1 An Overview 

The gcneral goal of image pattern recognition is to analyze a given image, wbicb may consist oftext, pic-

lures, biomedical images, three-dimensional physical objects, or e1cctrocardiograms, and recognize ils con-

lenl. Therc is no uniCying theory available lbat can be applied lo ail kinds of pallern recognition problems, 

most techniques bcing problem oriented. Thc overall process can usually he divided inlo four stages: pre-

processing, segmenlation, feature extraction, and c1assilicalion (figurc 3.1). 

Preprocesslng Segmentation Feature Classification Extraction 

Jo'igure 3.1 Overall image proccssing system. 

10 
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Preprocessing in'lolves the elimination of nmdom noise, voids, bumps, isolat cd pixels, bl'euks, Ilnd uther 

spurious components. Various cquali7ation and IiItcring mcthods cxi!.t to pcrform the desircd task. AI

though preprocessing is a standard procedurc in othcr arcas of image proccssing, it il' cxcluded frtlllllhc 

present recognition systcm in ordcr to investigatc the possibilily of c1iminating Ihis step ahogcthcr on OMR 

systems. If this stcp can be eliminatcd wilhout dcgrading the recognition capability, the prncessing speed of 

the system will be improved sincc preprocessing normally requires a large amount of computing time. The 

removal of the preprocessor is not totally unreali!.lic, for scores arc read accumtc1y by pcrforming mu!.il'Î

ans. This suggcsts that thc scores arc sufficienlly dear of blcmishcs, and Ihcrc alre<ldy is a high conlra!.1 hc

tween the musical symbols and the background. 

Imagc segmcntation locates and bounds certain area" that may contain the target objects. The lie pa

rated components arc then inlcrpreted and rccogni/ed through highcr-Icvcl proccs!.e<;. There arc two major 

approaches to image segmentation: cdgc-hascd and rcgion-baM!d ln edge-ha!.ed method!., local di\CllIl

tinuities (for examplc, a sudden change in the colour of the image) arc delecled lirlll .mc.l Ihen connecled ln 

form complete boundaries.ln region-based melhod", areas of the image that have homogencou .. propcrlic~ 

are round, thesc in turn give boundarics. 

For each bounded arca, a set of featurc mea!.lIremcntll and relation!. among!.tthe~e mcaslIrcmcnt\ arc 

extracted to establish the distinctive propcrlies 01 pattern cla .... c!.. In certain applications, lIueh a .. oJllic.11 

character recognition and OMR, it is best to cxlraclthm.e fcalure" which will enahlc the lIy!\ll!m tn di .. uilll

inatc correctly one c1ass of symbolll l'rom ail other ChIS"Cll Examplc!. of fcaturclI incluc.lc phy!.ical mea .. ure

ments such as width and hcight, distribution of poinls, and ~ymb()1 outlinc. In the prc!.ent rc~eareh 

projection technique is uscù both for lIcgmentalion (combining cùgc-ba~ed and region-bascd mClhod .. ) and 

feature extraction. 

11 
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Once the distinguishing features have been extracted, they are matched to a list of references or a 

knowledge-basc for classification. ln addition, other techniques may be used, snch as distance measure

rnents, shape dcviation, shape rnatching, and hierarchical feature mat ching in the form of decision trees. 

eurrently, a set of decision trees is implementcd in the software using a predetermined set of features. Sorne 

thcoretical background to the pattern recognition techniques used in the present research will be given 

next. 

3.2 Projections 

Projections arc widcly used for medical applications to reconstruct an object, such as the brain, using 

series of projections taken at diffcrent angles (Herman 1979). This reconstruction technique is also used in 

othcr fields, including radio astronomy (BraceweIl1979) and pollution control (Stuck 1977). In addition, 

projections have hcen used for shape analysis (Pavlidis 1977) and for segmentation, in particular fer 

Chinese characters recognition (Nakao et al. 1973; Ogawa and Taniguchi 1979) and face recognition 

(Kanade 1977). 

Sincc musical notation contains a rclativcly large, dark, and compact set of symbols of fixed sizc and 

orientation, projections become a powerful 1001 in the present recognition system. In addition, duc to the 

inscnsitivity of projections to uniformly distribuled random noise, the problcm of isolaling symbols from 

!-olaff lincs is minimi7cd. Projections arc used both for segmentation and for shape analysis of the symbols. 

The gener.lIized projcction transform for the two-dimensional case is: 

(Rgl(s,9) = f g(s COSS-il sin9,s sina + Il cosa)du. 

12 



Chlpter 3 - Plttern recognition 

The so-called Radon transform of g 'r, y) al (s, 0) is lhe intcgral of g along a line which passes through Ihe 

point (s cosO, s sinO) wilh slope -ct na (Herman 1979,81-104). The two c .. ses of spcci .. 1 intercsl hcre me 

when e is'll' and -rr!2, which give lhe projeclion onto a line panlllcl to the x- and the y-axis, respectivcly: 

[Rg](s, 0) = fg (s, li )du and IRg](s,'II'/2) = fK (II, s)dll. 

In the discrete case, given PO, j) of a m X" digital image, the equations "bove hecome 

X(i) = 't P (i, j), 0 sis III 
1-0 

and r(J)::;2p(i,j) 0 sj S Il. 
i-O 

The two forms will be referrcd to as x-projection and y-projection, respectivcly. If the image contnins only 

black and white pixels (bi-Ievel), lhe projection is cnlculated simply hy counting the number of black point, 

along a certain direction. A program listing of 11 C-Ianguagc function 10 calculate the x-projcrtion of a ree· 

tangular bi-Icvcl image arca is givcn in ligure 3.2. S~e abo ligurc 1.3 for a pÎclorial example. 

void x_projection ( 
charUimage, 
Int *xproj, 
Int nw row, mt nw col, '* top left corner *' 
Int se row, int se -coi) '* bottom right corner *' 
{- -'* returns the projection onto the x axis of area delined by *' 
/* (nw_col, nw_row) and (se_col, se_row) inclusive 01 the image *' '* WARNING: no boundary check IS perlormed *' 

Int 1 = 0, 
int row, col, 

for (col = nw col; col < = se_col; col + +, i + +) 
{ -

xproj[i] = 0; 
fl)r (row = nw_row; row < = se_row; row + +) 

if (!image[row)[col)) /* 0 = black, 1 = white */ 
xproj [i] + +; 

} 

Figure 3.2 X-projection funclion 
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.'Igure 3J. An example of x-projection 

While only these two values of 0 are used in this work, other values can be employed. Nakao (1973), for 

example, u!te!t diagonal projections, with 0 = 'fT/4 and 31T/4. Another variation of the technique, though not 

implemented, is tn keep track of ,he discontinuities or the holes in the picture when taking the projection, 

<11, invcstigatcd hy Pavlidi!t (1977, 150-54). 

After the projection is obt:lined, il must be analy/ed to extracl usefui infor!.11ation. There are many 

mClhods available for this process since it falls within the domain of waveshape analysis (Pavlidis 1980). 

Certain features such as widlh, heighl, and area of the projeclion profiles (which can be easily calculated), 

arc used tn dctermine Ihe presence and pmilion of a symbol, and also to narrow the choices in identifying 

Ihe 1:lrgel symhol. Tu ohl:un olher features, a Fourier transform ('an be takcn 10 examine the amplitude 

!>peclra (NOIkano ct al. 1(73) or derivatives can he calculated (Levine and Lcemet 1975). The former tech

nique is not implemented bel'ause orlhe computation lime requircd. The dcrivativc, howevcr, is used cxtcn

!>ivcly to find the maxima in the projection. 

14 
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3.3 Locating the maxima 

Two steps are required to locate the maxima. First, the derivalive is calculaled, then the Jloints whcr~ 

the resulting function intersects the x-axis, called Ihe ~cro-eros"ings, <Ire determined. Tu uht.lÏn the deriva-

tive a simple approximatc differcntiation formula, 

DI tr:) = V (x + 1) - 1 (x - 1») / 2, 

which is widely uscd in practicc, W<lS found to be suflicicnt for the present necus. Ncxt, the slopc funelion i .. 

scanncd for a change in the sign. Sincc this mcthod williocatc holh maxima and minima, an algurithm wa:. 

deviscd so that only those zcro-crmsings whmc original functional valut' excccdcd ~omc Ihrc!oohold valUt.: 

were rctained (Sec figure 3.4). The suilablc thrc ... hold valuc., wcrc dClcrmincd by trial anu crrur. 

int zerox_max( 
int "slope, 1" peaks are stored here *1 
Int "proj, 1" the original projection *1 
int size, '" the size of the array */ 
int min) '" minimum value for the maxima "1 
{ 
/" find zero crossings of maxima only *1 
'" returns Il of peak s, indices stored ln slopel) *1 

int i, j; 
/* Il of maxima int count = 0, 

int "temp, /* stores indices to proj() of maxima 
temp = malloc_int(size , 2); '" assume no more than size , 2 maxima 

size-; 
for (i = 0; 1 < size; i + +) '* fllld zero crosslIlgs *1 
{ 

*1 
*1 
"/ 

for (j = i + 1; slope[j] = = 0 && j < size, j + +) '* skip consecutive O's *' 
, 
if (slopeli) > 0 && slope[j) < = 0 && (prol!l] > min Il prol!1 + 1) > min» 

temPlcount + +) = i; 
} 
for (i = 0; i < coul~t, i + + ) i* store the results III slope[J */ 

slopeli) = templl), 
free(temp), 
return(count); '* /1 of peaks *1 

Figure 3.4. Zcro-crossing funclion 
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3.4 Syntax and semantics 

The task of pattern c1assilication may be express cd as finding a mapping from input patterns onto 

possible pattern classes. One way to simplify the process is to reducc the number of possible pattern classes. 

Syntactical informai ion ie; used for thio; purpose. 

By using sorne basic dclinitions of formai grammars and languages, a c1car representation of a music 

notation system can be cstablishcd. 

A grammar is a 4-tuple G = (N, T, P, S), 

where N is a linite set of non-terminais 

T is a linite set of terminais (N n T = ,,) 

P is the set of the linite number of productions of the form a ~ b; 
where a E V'NV', b E V', V = Nu T and V· = V U {X}, X is the empty string 

(the symbol-+ means "can he rcplaced by") 

SEN is Ihe slart symbol (Fu 19H2, 5:l-54). 

The language generated bya grammar G, denoled L(G), is Ihe set of sentences gcnerated by G. 

L(G) = {w 1 w E T and w can be derived from S by applyingone or more productions from G}. 

A cnntext-free grammar has productions of the form: 

A -+ h where A E N and b E V· - {À}. 

Nole thatthe replacement of the non-terminal A by the string bis independent of the context in which the 

A appe:m. (Fu 1982,55). Furthermore, a conlext-free grammar is said to be LL(k) if the top-down parser 

l".111 he made to work dcterminil>tically by lo()J..ing at k input symbols beyond its current position (Aho and 

lJllman 1972; Fu \982, 18U-82). Music nolation grammar i .. conlext-free and LL(k); this is in effect what al-

IOWl> musicians (Iop-down parsers) to read Ihe music as cfficicntly as they do. 

16 
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As an illustration of how formai grammars can be applied to OMR, let th, d, f, g. h. w} reprc!>cnt tlll' 

possible pattern classes for a sequence of input patterns {X(t), X(2) ...• X(n)}. Notc that fur ctU:h X(i). 

there are six possible choices. Now delinc 

a = (N, T, P, S), whcrc 
N = (S, N, W,C}, 
T = {b, d, f, g, h, w}, 
and P: S -+ CNb 

W -. w 1 wd 
N -+ NN 1 W 1 h 

l' -- g II'. 

(Replace C with clef, N with noie, W and w wilh whole Ilote, d with dol, h \Vith half 
note, g with soprano clef, f with b.!'i'" dei, and b with b.lr tine, then the exampte can be 
easily undcr!>tood to reprcscnl a very !tllnplilied gramm,lr for an openlllg bar of Illu .. ic.) 

Using a, assume X(l) = g 1 l', and X(2) = w 1 h. If X(3) i, found tn he 

1) w, thcn X(4) = 

2) h or d, then X(4) = 
w 1 d 1 hl b; or 
w 1 h 1 b. 

Thus G helps to Iimitthe number of pallern c1a .... c, to a maximum of l'our in .. tead of the original !>ix. 

The rcduction proccss can be augmentcd by another property of langua!!e .. , namdy, .. emanlic .. 'l'hl' 

motivation for dcvcloping a semantics·ba'ied technique ,lme~ lrom some of the limitations of a purcly "yn-

tactie approach where conte"t is not taken inlo accounl (Baird and Kelly Il)74), and the f,ll'l Ihal nol .,11 

structural information l'an be easily p,'t inhl the .. ymhol-of\ented form ollhe produclion .. The injl'l'tlon 01 

scmantic consideration" into a contcxt-free grammar i .. called ~cm,\I1tlc gramm Ir (Tang and lIu.mg ICnC)), 

or allributed grammar (Fu 11)82, 116-21). Thc Idea .., 10 rcdu(e Ihe 1,lrge fllllllhcr 01 pm,ibk: dlOltC .. 

dcrived from production rllb. by cmploymg 'iOllle hlghcr-Ievcl rule ... whil'h govern li pMticular I.mgll.tgc 

Consider, for example, a sentence that begin .. \Vilh "The cal dimhcd up the ... " A ... implc gramm.lr m.IY 

allow any noun to follow the second arliclc One way ln limil Ihc ntlmber of po .... ihlc noun .. i ... lu apply ... ollle 

contexlual ru les. 

One piece of semantic information u ... crul for OMR i ... thc ru le whith ... tate .. that the dllratlonal v ... luc~ 01 

ail notes and resls within a bar mU!tl add up tn the value indicaled hy the mcler .. ignaturc. For examplc, a 4/4 
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har must contain '.our quarter notes Ot thcir cquivalcnl. (Thcre arc exceptions to this rule, cspecially in pre

Baroque music.) Using the grammar fi above, (.Icline l'llr(x) to indicate the durational value of symbol x and 

let var(w) = 1.0, l'ar(h) = 0.5, vur(wd) = 1.5, and vor(C) = 0.0. Assume that an input string is partially 

identilicd a'i {gwwwd, X(6), X(7), ... } and let l'ur(S) = 4.0, whcre S denotes the sequence of symbols al

lowed hctwcen bar lines. Since l'ar(gwwwd) = 3.5, it fllllows, by process of elimination, that X(6) = h and 

X(7) = h Thult the ru le provides the sylttcm with information about the exilttcnce of both 'h' and 'b' in ad

vance, rcquiring no further analYltis. 

ln order 10 implcment succesltfully the recognition lechniques discussed in this chapter, it is necessary 

lu .maly/e eardully the ohjeel ... 10 he reeogni/ed. The dreels of music printing melhods on pattern recogni

lion arc inVeltlig.lled in the ncxt chapter. 
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Chapter4 

Music Printing and OMR 

4.1 Printing Methods 

Music printing began in the late fifteenth century. Typography, a melhod that uses hllndred~ of ~mall 

moveable types, was the most common printing technique throughout mosl ohhe sixteenth ami ~evenleefllh 

centuries. Engraved copper plates became the prcferred printing technique during the eighleenlh ccnlllly. 

In the carly 1800s, lithography was introduccd and adapled 10 music prinling. The~c werc, lIntillhe twen-

tieth century, the most common mcthods of printing music. 

4.1.1 Typography 

Typography involves combining a small block of metal or wood, called type, wilh a rai~ed IcI 1er or ~ym-

bol. When inked and prcssed on paper, the symbolleaves a pri.1led impression (see figure 4.1). U~ing Iype 

to set music is problematic because many sm ail picces of type mu~t be combined 10 give the jmpre~~j()n Ihal 

the musical symbols arc overJaid on top of continuous ~taff lines. This often re~ult~ in broken I>laff line~, al> 

shown in figure 4.1. Despite the inferior quality of print, typeseUing was used weil into the t wentiLin cenl ury 
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( 

.'igure 4.1 Example of music typesetting (Ross 1970, 11) 

bccause it facilitated the combination of music and text for psalm books, hymnbooks, and music text books 

(Poole 1980,247). (Sec figure 4.2 for a set of nineteenth-century types.) 

4.1,2 Engraving 

Engraving is a technique of producing prints by making cuts or indentations in a metal plate. When tbis 

tcchnique was first developed, around 1550, ail symbols were eut freehandedly (see figure 4.3). ln the early 

cightcenth ccntury, punches bccarne available to engrave the more important music symbols, such as note-
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Figure4,l. Earlycngraved music (1613?) (KrummcI1975, 147). 
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heads and accidentaIs (see figure 4.4). A set of punches for a given staff Sil.c usually consists of about fi ft y 

punches. Figure 4.5 shows sets of punches of different sizes. Symbols not rcprcsented in the set arc still cut 

by hand, including stems, beams, barlines, ledger lines, and tics. Text is struck with a set of IIlphabct 

punches. "Punches for such indications as cresc., dim., rail., etc., and for ff, pp, ml arc obtainable with ail the 

letters on one punch, but these are not much used now, each letter bcing struck separatc1y." (Gambie (1923) 

1971,140) 

4.1.3 Llthography 

Lithography is a printing process where the design, drawn on a flat surface, is treated to rctain ink while 

the non-image areas are treated to repel ink. At first, the music was drawn freehandedly using special ink. 

but by the 1830s there were some special devices which deposited ink in the shape of the musical !lymbols; 

noteheads, for example, could be printed this way. 

4.1.4 Modem Methods 

With the introduction of the camera, it became possible to print music from an original wrilten on or-

dinary paper. To improve the quality of print, several methods were devised to draw symbols on the page. 

One of these involves stamping the paper with an inked stecl punch, applying pressure by hand (see figure 

4.6). A mcthod using stencils, called the Halstan process, is used for the musical examples of the New Grove 

Dictionary of Music and Musicians, and by Faber Music (Poole 1980, 258). Rub-off lransfer shects is yel 

another method used for printing music; according to Poole, it is "extensivcly used by Barcnrciler." (Poole 

1980, 258) Several types of music typewriters wef'. .. also invented. 

Since the 1970s, computers have been used increasmgly to print music. ln the 1980s, several commer-

cial computer programs became available to print music with computer printers or plollers; sorne have the 

ability to send their output to phototypcsetters. Sorne of the major music publishers using this new lech-

nology are 8elwin Mills, Bârenreiter, and Oxford University Press (Hewlctt and Sclfridge-Field 1987, 293-

4). 
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Figure 4.5. Sel of punches of differenl size (Ross 1970,21-2) 
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( 

Stlmped ln Seou), Kore.a 

,Moderato * A 

,.trrld 
D A G ~_ , r r r 1 p C· Fi 

",1 Stlmped in U.S.A. 

ftt'tlr @ f fië fi fit ù_ 
Stamped ln Itlly 

Figure 4.6. Examples of stamped music (Ross 1970,35) 

4.2 Music and OMR 

Despite the many methods available to print music, for the purpose of OMR ail symbols fall in one of 

two categories: those formed entircly by hand and those produced by sorne kind of tool or font. These tools 

may be engraving punches, moveable types, dies on a music typewriter, symbols on a rub-off sheet, stencils, 

or computer-generated fonts. Orientation, shape, size, and positioning are a symbol's kcy features; the de-

26 



..,. 

ehllptlr 4 - MUlle Prlntlng Incl OMR 

gree of uniformity in these features depcnds on the choice of printing rnethod. The next section examines 

how and to what extent the symbols' (eatures are affected by printing, and how this in turn affects (lM R. 

4.U Orientation 

Most musical symbols are superimposed on the staff, therefore the OMR process must tirsl determine 

the orientation of the staves themselves. Onen, the staves are not parallelto the parcr's top edge; in SOD1e 

cases, the staves on a page may not he parallel to each other. This is usually due to each staff bcing ruled 

manually, using aT-square. Carclessness during this operation resulls in non-parallel staves. The engraver!> 

possess a tool called the scorer, which has live evenly spaced teeth, to rule ,he staves. Howevcr "many en

gravers rule each individualline;" (Ros!> 1970,70) "they say lhat they dislike the live-point tool bccause it re

quires more force for ruling the live Iines at one time and then it is orlen necessary to re-engrave sorne lines 

that are badly ruled." (GambIe (1923J 1971,93). If such is the case, there is even a possillility that the lines 

within a staff may not be parallel to each other. 

Since ruling the staves and placing the symbols on the staff arc two unrelated !>teps, the orientation of 

the symbols with respect to the staff is scldom perfect. Normally, the lines arc ruled first, then the symbol" 

are placed individually on the staff. No guide other than a pair of trained eyes can ensure their proper orien

tation. There are a fewexceptions. Sorne music typewriters have the capability to rule the staff linc~, t hui. 

minimizing errors, yet there is always the possibility of slippage in the paper fccding mechanil'lm. Note thal, 

owing to the nature of musical notation, there arc far more vertical movcmcnls of the paper while typing 

music than while typing ordinary text. On movablc types, the appropriate portion of the !>taff is allacheù to 

the symbol, ensuring a fIXcd relationship between the staff and each symbol.ln this case, the symhols wiH he 

orientcd correctly provided that the types were cast properly. The only proccss that guarantee!o. correct 

orientation is computer printing, where the machine "knows" the exact position of both the staff and !'>ym

bols. 
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Figure 4.7. Various forms of tr"ble clef 

4.2.1 Shape and Size 

Although the shape and size of musical symbols have remained rc1atively constant since the eighteenth 

ccntury, thcrc arc sorne differences depending on where and when the score was printed. (Figure 4.7 shows 

a samplc of different treble clefs that can be found in modern editions by various publishers.) Moreover, a 

single publisher may choose to use differenl fonts or methods of printing as the company evolves (see figure 

4.8). 

Variations in sii'e and shape can be found within a single page, even when printed using flXed "tools." 

Symbols placed by types should be uniform, since ail types are cast from a single mold. These fragile, small, 

linecut types arc often broken or chipped, however. When engraving punehes are used, irregularities may 

be causcd by varying depths of indentation, which "must not be more than 1/64 inch." (Gambie [1932], 1973) 

For example, lhe two whole noies on the lop two staves in figure 4.5 were presumably engraved with the 

sarne punch, yet the top one is 3.5 mm wide and the other 4 mm wide. 

Obviously, symbols cut or drawn by hand vary even more in size and shape, the degree of consistency 

bcing dcpendenl upon the craflsmanship of lhe person preparing the score. For instance, the pressure ap

plied wilh a cUlling tool or pen to "draw" stems and beams will affect their widths; the sharpness of lhese 

lools, whieh must be hom.'d oceasionally, will also influence the result. 
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1931 1951 1008 

Figure 4.8. Treble clefs used by A. Leduc (Perier 1931; Brod 1951; B07.za 19(8) 

Finally, the inking process and the type of paper also affect the appearancc of the symhul!.. With 

processes thal require inking the individual "punches", such as Iithography, stamping, and stencil!., varia-

lions in the arnount of ink applied at cach impression will alter the si7e and shape of the symbol. The cloth 

ink ribbon used in typewriters and computer printers often results in smudged types, for example, lilled 

haH-notes. Inconsistencies may also be the result of an unevenly coated inking roller on a printer, or inferior 

paper not absorbing the ink uniformly over its surface. Furthermorc, many old edit ions have il prohlem of 

print-through where sorne impressions are visible on t'te reverse sille, as demonstrated in figure 4.4. 'l'hi!. 

figure also iIIustrates sorne symbols that are quite different from modern symbols, su ch as the !.harp.~ and 

quarter-resls. 

4.2.3 Positioning 

The problems of placing the symbols al their correct position arc similar to those found in determining 

the orientation of the symbol. This is becausc the proccss is almost always performed manually and relies 

heavily on the ability and the experiencc of the individual preparing the score. Propcr placement of the 

notehead in the vertical dimension is particularly critical. Moo;t engraving notchcad punchc!. have a rai~ed 

line on the face to facilitate the placement ofthc note on a line. To place the note on a space, cngravcrs u.\e 
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the staff line, which is indented, as a tactile guide to placing the punch. Such aids are unavailable to other 

types of punching methods. Only computers and well-aligned typewriters can ensure proper vertical place

ment. 

Hori1.ontal spacing of the symbols is determined solely by the person or the particular computer algo

rithm placing the symbols on the staff. There are no strict rules governing spacing between symbols; even 

when rules are given, they differ in detail. For example, GambIe states that the distance between the le ri side 

of the clef and the left side of the first note is four staffspaces (GambIe [1923] 1971,129) (a staffspace is the 

distance between Iwo staff Hnes), where?'i Ross says this distance should be five and one-half staffspaces 

(Ross 1970, 145). Gambie concludes that "the eye is often the best judge for the placing of each value prop

erly; in fact, a good many engravers use no other guide." (Gambie [192311971, 132) 

One standard ru le use fui for OMR prescribes that two symbols are not to touch. Unfortunately, this 

rule is not strictly followed in practice, especially in the case of a note and its accidentai (see figure 4.9). In

lercstingly, this rule is particulary difficult for computer printing programs to comply with automatically 

(Byrd 1984; 165 -71). Figure 4.9, although atypical, demonstrates the wide range ofpossibilities in position

ing the symbols. Observe, for example, the flat underneath the meter signature (system 4) and the position 

of the ledger lines (system 7). 

4_" Conclusion 

Il is c1ear from Ihis brier look at the potential problems fadng the design of an OMR system Ihat fairly 

sophisticated and flexihle techniques must he developed. Simple template-matching techniques, often used 

in the recognition of ordinary machine-generated teXl, will not suffice to handle the wide variations found 

in the shape and orientation of the symbols eneountered in musical scores. As previous researeh shows, staff 
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Figure 4.9. An example ofvarious positioning (Saygun 19(4) 
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intcrfcrence is a major obstacle 10 thc contour-tracing mcthod. Furthcrmore, contour-tracing would ha\<.; 

difficulty handling the symbols that are attached to cach other. (This problem was probably not en

countcred by the authors of the M.I.T. dissertatior.:. due to their Iimitcd samples.) 

Bccause a musical score usually consists of a mixture of symbols formed by"tools" and symbols formed 

by hand, the Icvcl of difficulty involvcd in OMR lies somcwhere bctween that of recognition of machine

generated lext and of hand-written text. Although practical systems for the recognition of maehine

generaled English characters have becn available for sorne time, the fact that the recognition of 

hand·wrillen characters is still at an cxperimcntal stage might indicate that the design of an OMR system 

will he very complcx. This expcctation is based on the assumption that similarities exist between optical 

character recognition and OMR. There is, however, one Irait which is unique to the set of musical symbols. 

While each character in an alphabet has basically the same dimension as the other characters, most 

musical symhols have signilicantly different shapes and sizes from those of other musical symbols. Il is this 

ohservation thal prompted the present research to use projections as its primary recognition tool. The pro

jection Icchnique was expressly chosen for its inability to deal with details. This technique cannot delermine 

the precise orienlation or the exact position of a symbol. Il cannot ascertain whether two symbols are touch

ing or nol. 1 n facl, il cannot even detecl that lhe symbols arc superimposed on slaves. About ail it can estab

lish is the approximale shape and size of the symbols. But this is ail that is required. 

Thatthe sel of musical symbols has this peculiarity, not found in regular character sets, is ccrtainly not 

an accident. In reading musical symbols, there arc requirements that are not imposed on reading ordinary 

characlers, namcly, prcdsion and specd. While reading a book it is not detrimental if some letters are 

skipped or mh.read; pl2ying a score demands that every symbol be read correctly, the first time. When re

ciling a wrillen lext, the pace in which il is read is usually determined by the reader; performing a piece of 

music requires Ihat the score be read at the spccd dictatcd by the music, regardless of the complexity of the 
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notation. During the evolution of the music notation system, these rcquiremcnts werc takcn into considera

tion to ensure that music could be read accuratcly and dficicntly. 

In the next chapter, an explanation is given f1~ to how projections and othcr rccognitiolltechni(IUCS an' 

incorporated into the software to "rcad" Olusic accurately and cfficicntly. 
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Software Design 

5.1 Overview 

In this chapter, a general description of the computer program designed to recognize a small set of 

musical symbols on a page of music for a single, monophonie instrument is presented. The set of symbols 

lhat the software is programmed to recognize are: four rypes of clefs, half-notes, quarter-notes, beamed 

notes, flagged notes (no distinction is made between different types of flagged notes), accidentais (flat and 

sh~trp/natural), quarter-rests, eighth-rests, dots of prolongation, and barlines. The f10w chart of the overall 

strategy is shown in figure 5.1. First, given the matrix of a digitized bi-Ievel image, the number and location 

of the systems arc determined; each system is then parsed from !eft to right to locate and identify the sym

bols it contains. (A system is defined here as anything that is related to a single staff, which consists of five 

parallcllines.) This operation is repeated until ail the systems on the page have been analyzed. With one ex

ception, ail the algorithms arc based on projections, since one of the major objectives of the present re

se arch is to dctcrmine the effectiveness of using projections for OMR. Thus, even when other techniques 

were available, projections were used if they solved a particular problem. 
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Binary Image 
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Determine the number 
and the location of the 

systems 
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Scan the system from 

1 
Get the next system J 

left to rlght 

J N 
Y l Last system -~ __ ] End of tho system? 

JN av 
___ End J Symbol found ? 

l y 

Segment and classlfy 
the symbol 

Figure 5.1. Overall Process 

5.2 Locating the system 

The fll'st step is locating the systems on the pagc. In order to locate the systems, a y-projection ni the 

entire page ooto the vertical axis is takeo (sec figures 5.2-5.7). The assumption is that the staff will he rep-

reseoted by five peaks. Using the maximization technique describcd in Chapter 3 and ur-.ing the mCélD of Ihe 

entire projection as the threshold value, groups of pcaks that may represcnt the lines of a ~taff are chmen. 

The use of the mean as the threshold value was dictated by the rcsults of expcriment .. with varinu .. ~ample .. 

of music, likewise for ail other threshold values uscd. 
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J ~ J4'igure 5.2. y -projection and system separation (Tromlitz 1976) 
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Figure 5.3. Y-projection and system separation (Debussy 19(8) 
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{ Figure 5.4. Y -projection and system separation (Beethoven 1978) 
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-

Figure 5.5. Y-projection and system separation (Schoenberg 1939) 
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Figure 5.7. Y-projection and system separation (Berg 1955) 
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The distance between peaks is calculated nen. A c1uster of five or more peaks that is separated from 

other c1usters of peaks by a certain distance is designated as the minimum boundary of a system. (The sep

aration of systems in ligures 5.2 to 5.7 is indicated by thin horizontallines drawn by the program.) The rea

son for including more than live peaks is to embrace peaks generated by long horizontal beams (see ligure 

5.3) and ledgcr Iines (see ligure 5.4). Note that this method of separating the systems does not make any pre

sumptions about the height of each staff, therefore it successfully segments music with different sizes of 

l.taves on a page (as shown in ligure 5.6). On the other hand, it does assume that the staff has at least five 

lines, therefore the one-line staff sometimes used for percussion instruments is overlooked (sec figure 5.7). 

This minor defect cxcepted, the method is extremely reliable since it makes very few assumptions. The 

method will work even if the stamines are not perfectly paraUei ta each other or ta the top edge of the page; 

in f act, the lines necd not even be equidistant from each other. It also allows for sorne of the lines to be rela

tivcly faint, or brokcn, as is often the case in typeset music. 

The top and bottom boundaries of a system are identified either by searching for the first blank line 

(very low projection value) above and below the minimum boundary, or, in the absence of a blank line, by 

using the minimum projection value between the neighbouring systems. The lack of a blank line may be due 

to noisy input, but in most cases it is due to overlapping symbols from two systems. This overlapping is often 

found in den!.e orchestral scores (ligure 5.5), in music for keyboard instruments, and in other settings where 

one instrument or a group of voiccs uses more than one staff (figures 5.3 and 5.4). In the latter case, the par

titioning problcm can be solvcd by specifying, beforehand, the number of staves to be considered together. 

The separation of two one-staff systems that overlap, however, is a eomplex problem and remains unsolved. 

This problem was not encountercd in samples of music for a single, monophonie instrument, which is the 

primary l~lTget of this projecl. The remainder of the recognition process applies to Ihis type of music only. 
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5.3 AnalysÎs of a system 

ACter the separation process, each system is analyzed indcpcndently and scqucnlially to hl{'atc and 

c1assify the symbols il contains, (Given a suitable environment, each system could he prncesscd in parallc!.) 

5.3.1 Locating the staff 

The first step is 10 determine the exact location of the staff within the Biven system, Seric!. nI' y-projcc-

tions are taken from a tall and narrow rectangle area, which moves inward starting at thc right margin, until 

five c1ear peaks appear. The width ofthe rectangle in the current implementalion is n.254clll (O. tineh) ami 

its height is the same ~ .i that of the system. The reason for !.t:uting atthe end of the slaff i!. t hat il i~ rare ln 

find anything to the right of the staff, while there may be spurious symbols to the left oflhe ~taff, Mleh a~ Ihc 

name of the instrument. The routine for finding the beginning of the !.taff is similar, hut illl!.c~ a~ an "id Ihe 

height of the staff, which was obtained when the end of Ihe staff was located. Il should he noled Ih.II, in 

general, the vertical position of the staff is notthe same al its left and right sides hccause Ihe ~Iall i~ ~"ewcd; 

see figure 5.2 for an exarnple. Sinee sorne of the suhsequent recognilion algorilhms arc sen!'.ilive 10 Ihe po!'.i-

tion of the staff, the exact vertical position is updaled periodically as the staff i!. scanned from Iclt 10 righl. 

The heighl orthe staff is al!.o used Lo derive the slaffspace, which is the distance helwcen two adj.Il'Cnl ~Iaff 

lines. Il is assumed that the size of musical symbols is linearly related to the staffspace, lh 1I~ thi~ v.IllIe i~ Il!'.cd 

as the normalization constant. The assumption that a linear relationship hnlds hetwecn Ihc si,c ollhe "'ym-

bols and the size of the staffspacc is nol rigorously examined. Informai ohr-crvaliom, rcveal, howevcr,lhal al-

thougb there is a wide variance in the sile of the symbols wilhin a given Sldff sile, Ihe si:te orlhe ~yl11bol~ lh,e~ 

tend to increase linear]y as the staff sile increa~es. This assumption wa!. also madc hy Prefilu ln hi~ eXJlcri-

ment. 

5.3,Z Locating the symbols 

The next step is 10 take the x-projection of the enlire staff in order 10 locate the individual mu ... ical ... ym-

bols. Originally, a projection of the enlire height orthe system was laken, hui il was found lhal inlerferencc 

from such lhings as expression markings and measure numher'i made recognition difficult ( ... cc Ihe fir~1 and 
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( 
Allegro 

fo'lgure 5.8. X-projection of the entire system 

i r i 

l<'Igure 5.9. X-projection of the staff only 

the lifth measure in figure 5.8). Thercfore, the rectangle used for the x-projection is defined by the staff and 

not by the system, as shown in ligure 5.9. This projection, used mainly to locate the symbols, will be rcferred 

to as the staff projection. Although this modification solves the problem of interfercnce, this represcnts only 

il partial projection of the symbols unlcss they lie entirely on the staff. For example, sec the second beam 

group of mcasure 3 in figure 5.9. (The solution to this problcm will be given below.) Before the staff projec-

tion can be used to locate the symbols, it is scanned for the global minimum, which is assumed to be the total 

contribution from the staff Hnes. This value will be considered as noise while searching for symbols in the 

staff projection. 

ln genentl, the process of locating and segmenting a symbol works as follows. The staff projection is 

scanned from Icftto right; where the projection value is greater than the noise plus one staffspace, it is con-

sidcred a projection contributed by part of a symbol (see ligure 5.10 for an illustration). At this point, a local 

y-projection is taken, using the rectangle delimited at the top and boltom by the height ofthe entire system, 

{ at the left si Je by (x- staffllpace), and at the right side by (x + 3· staffspace), wherex is the position located 
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- in the scanning process above (the tall rectangle in figure 

S.10). This projection is used to de termine if the symbol ex-

tends above and below the staff and thus compensates for 

the limitation ofthe staff projection, which does not inc\ude 

the entire symbol. 

Once the vertical boundaries of the symbol are round, 

a local x-projection is taken, using the same rectangle but 

with the new vertical Iimits (the embedded rectangle in 

figure 5.10). Within this area, the projection contributed by 

the staff Iines must be recalculated since this value tends to 

vary across the page. The projection of the symbol alone 

can now be determined by subtracting the projection of the 

staff lines from the staff projection. With this final projec-

tion, it is simple to calculate the width, the maximum height, 

and the number of vertical peaks using the maximil.ation 

routine; the area (the total projection values) of the symbol 

is determined by the resulting projection profile. 

5.3.3 Clef classification 

Chapter 5 - Software Dellgn 

Staff projection 

Reclangle used 10 
calculale Ihe local 
v·projecllon. 

Rectangle used to 
calculate the local 
K·projection 

1 stallspace 

nOise (sI ail) 

t'igure S.lO. Locating the I>ylllhol ... 

The first symbol the program expects whilc parsing the staff projection is the clef Currcnlly, 1 he 1 rchlc 

clef, the alto clef, the tenor clef, and the bass clef arc dcfincd. Any other clef Of symbol occupying Ihe Iclt-

Most are a of the staff will be mistakcn for one of the four c1ef~, or an errur mes~age will appca r indicat ing 

an unrecognizable symbol. After the firsl symhol i ... !.cgmented, the c1a.,~ification !.chcm.; u.,e ... the maximum 

height, the width, and the area of the symhol, ae; reflected in the projcction (!>cc figure 5.11). 1 n ... ome <:a ... c ... , 
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whcrc these fcatures are insufficient to distinguish bc-

twecn a trcble and a bass def, a y-projcction is taken bc-

twecn the fourth and the fifth staff lines. This is vcry effec-

tive sincc most bass clefs do not occupy this area. 

Figure S.I1. Projections of clefs 

5.3.4 t.ey Signature ClassiOcation 

To find the type (sharp or flat) and the number of accidentaIs in the key E;gnature, the staff projection 

is scanned from thc right sidc of the clef until an cmpty spacc larger than a staffspace is found. Thc assump-

tions here arc that the spaee between thc accidentaIs within a key signature is less than a staffspace, and that 

the spacc betwecn the iast accidentaI in the key signature and the following symbol is at least a staffs pace. 

Whcn peaks arc found betwccn the right sidc of the clef and thc location ofthe empty spacc, the number of 

peaks in the region thus defined is calculated with the maximization routine. Since a key signature involving 

sharps will have twicc the number of pcaks than one involving flats, it is possible to deduce whether the key 

signature comprises flats or sharp~, given the total width of the region and the predetermined minimum 

width of accidentais. Assurning that the position in which accidentals appear in key signatures is fixed, no 

furthcr processing is needcd. No suitablc projection-based algorilhm was found to recognize the meter sig-

natures because of the many different shapes of numerals found in the scores. Consequently, the use of 

meter as llart of the recognition stratcgy, described in Chapter 3, is not implemented in the eurrent soft-

ware. Sorne type of templatc-matching rnethod may solve the meter signature problem. 

5.3.5 Chls!lification of .. ther symbols 

Classification of the other symbols involves calculating their width and height by the process described 

in 5.3.2. Using only these two fcatures, the symbols can be subdivided into eight classes' 

( 
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Notes 

1.5 2.0 2.~ 

Why such a classification is possible can be understood from figure 5.12, where the rectangulll: rcgi()n~ oc-

cupied by cach ofthcsc symbols are shown in the normalil'ed hcight-width plane (scaled to one ~lall\IMœ). 

Each rectangle represents the region in which the symbol or the group of symboh, may be round aLcording 

to ils height and width. The size of the rectangle for cach symbol wa~ determined by survcying many ~corc\ 
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from various publishers. For example, il was found that the dimensions of most eighth-rests are approxi

matcly two staffspaces in hcight and one staffspace in width. (A similar method of classification was also 

used by Prerau.) Note that, if the rectangle for a single symbol does not intersect with any other rectangles, 

the classification of this symbol is trivial. If, on the other hand, the rectangles overlap, further analysis is 

needed to differentiate the symbols. 

If lhe width of a symbol is less than thal of a barline, it is ignored, and the program resumes the scan

ning of the staff projection. If a rest is found (as in Class 3 and 4), the only thing left to do is 10 see if there 

is a dot attached to il. The method of locating the dot will be described laler.1f the number of vertical peaks 

of an accidentaI (Class 5) is one it is a flat, otherwise it is c1assified as a sharp or a natura!. No reliable teeh-

nique using projections was found to distinguish be

tween sharps and naturals. Within Class 6, if the 

number of vertical peaks is t wo, the symbol is eilher a 

sharp or a nalural. If there is only one peak, the posi-

tion of the peak with respectto lhe entire width of the 

symbol is determined to decide whether il is a flat or 

H quarler-resl. If the peak is located in lhe left quar-

1er of the symhol width it is recognized as a flat; if 

not, it is considered a quarter-rest (see figure 5.13). 

n 

" 

Figure 5.13. Projections of flat & quarter-rest 

If the symbol is in Class 7 it may be a quarter-note, a half-note, a flagged note, or a beamed note. For 

this group .mother feature is extracted to simplify the classification pro cess: a y-projection on each slde of 

the stem is calculatcd to detcrmine the number of horizontal peaks, ignoring the staff Iines. These horizon-

t<ll pcaks Hrc uscd to cstablish the presence of the notehead, flags, and beams. As shown in figure, 5.14, the 

number of hori/ontHI peaks on the rigi' and left sicles of the beam (abbreviated as R]eak and L_Peak) is 

used along with other information to further c1assify the symbols of Class 7. A1though flags and beam!> ém." 
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Figure 5.14. Nole Classifier 
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always evident as hori:r.ontal peaks, the noteheads of half-notes are unpredictable, sometimes appearing as 

pcaks, other limes not. Thus, in the absence of flags or beams, the distinction betwccn quartcr-notes and 

half-notes is not made until after the position of the notehead becomes available. Where no peaks are pre

sent, the direction of the stem is determined by the location of the maximum peak (the stem) in the local x

projection, with respectto the entire width of the symbol. 

5.3.6 Bellmed note~ 

If the symbol is round to have beams attached to it, a modified recognition stratcgy is used to process 

the symbols within the beamed group. The beamed note groups are treated differently for two reasons. 

First, because the staff projection used to locate the symbols excludes anything outside the staff, a note al

tached to the beams and lying entircly above or bclow the staff will be missed in the regular symbol-Iocating 

procc~s. Second, the c1as~ification scheme Vin be made much simpler for beamed notes than for symbols 

standing alone. This is because, syntactically, the number of different symbols that can appear in the 

heamed region is significantly reduccd. For example, half-notes and flagged notes cannot be encountcrcd. 

ln the currcnt program, the only symbols expected are notes and accidentais; the rests allowed in some no

tational practices as part of beamed groups arc not rccognized. 

Instead of using the staff projection, an altcrnate x-projection is taken where the top and bollom boun

darics of thc prcvious note in the beamed group arc used as vertical boundaries, This ensures that no 

hC&lmed symbols arc hypassed, The rest of the recognition proccss is similar to that of the isolated symbols 

cxcept that the classification proccss is modificd because of the reduced number of possible targets, and he

('ause the hori/ontalleft and right pcaks arc now used to countthe number ofbeams allaehed to the left and 

right sidc!. of the stcm. When the number of hcams on the right side is zero, this signais the end of the 

hC&lOled note group and the program reverts to normal processing. 
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5J.7 Determining the notehead position 

The position of the notehead is determined by taking a local y-projection either to Ihe righl or ln Ihe Il'fl 

of the stem, depending on the stem direction (which is already known); lhen the posilion of the maximum 

area on the projection profile is accepted as Ihe local ion of the notehead. If lhe type of nntehcild, whct her 

filled or nol filled, is not known by this stage, the area calculaled abnve is used to detcrmine the type. If the 

area is above a certain threshold value il represenls a filted notehead; if il is bclow another lhrc~hold v.lhll' 

it represents a non-filled notehead. In the case where the area lies belween lhe tw\, threshuld value:., the 

ratio of the number of black pixels over the number ofwhile pixels in a small rect.mgle posit inlled Ilear tlll' 

centre of lhe notehead is used 10 distinguish between the two lypes. This is the only place in t he computer 

program where projections arc nol direclly involved in the recognilion process, 

SJ.8 Locating the dot 

Finalty, if the symbol found is a note or a rest, check is made 10 see if there is a dot of prolnllWltion af-

flXed. A y-projection is taken from a smalt rectangle beside the symbol, wherc the dot may appear. Il the 

projection profile contains a smalt bump, it is considered a dol. Thcrc arc Iwo rcasons for detectillg 1 he prc-

sence of the dot in this manner; firsl, any smaH symbol such as a dot can be easily buried in Ihe "noi ... c" ni 

lhe staff projection, thus searching for il while scanning lhe projection i!> highly unrcliahle; and ~econd, Ihc 

notational ru le dictates lhat the only place wherc a dot of prolongalion may appcar i!> ln the immediat c righl 

of a note or rest, hence il is futile 10 look for dots anywhere cise. 

At this point, the program will look for Ihe next symbo1 in the slaff projection; when il po~~ihle candi-

date is found, lhe whole process is repeated until the end of the staff is reached. 
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Chapter6 

Experiment and conclusions 

ln this final chapter, the actual implementation of the program described in the previous chapter and 

the result of an experiment to test the program are described. Possible improvements to the program are 

eonsidered in the eoncluding section. 

6.1 Hardware and software 

The optieal scanner used for the devclopment was a Datacopy 710 which has a resolution of 78.74 dots 

per cm (2nO dots per inch). Most current desktop scanners work as follows: the percentage oflight renected 

hy the iIIuminated image is measured as a voltage Icvel using a CCD (charged cou pIed dcvicc), then the 

.malog voltage levcll. arc convertcd into digital bit patterns by an analog-lo-digital converter. The program 

was dcvclopcd using the Microsoft C compiler versions 4.0 and 5.0 on various IBM-PC-type mierocomput-

crs. 
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6.2 Music sampi es and development 

The software was developed in a series of trials using samples of music from vilrinu~ (luhli!ohl'rll. (Thc 

complete list of music used is given in Appendix A.) Many different iligorithms ;1Od thrc~hold v"lm'lI Wl'rC 

tried until a satisfactory recognition rate was achievcd with the tmining silmples. Thc ('(Impiete lIet 01 

samples was used for testing the system's segmentation process. 17 samplcs arc monophonil', thclIc wcrc 

used for the remaining stages of the recognition process. 

The basic strategy for building this progt am was trial and error. Due to the complcxity ami the vark'ly 

of the data, it was the only way of verifying the validity of a particular algorithm or thrc!ohnld valuc. At cach 

trial, modifications were made to decrease the rate of misrecognition. If the modification did cnrrccllhc 

error, other samples were used to test the gcnerality of the modification and to check fur lIidc-cffc{'(~ (Ihal 

is, to ensure thatthe modification did not dcgrade the recognition of nther symbnl~). 

The most frustrating aspect of devcloping this systcm was the dilliculty of monitoring rro~re~~. nccau~c 

there are several steps involved beforc any decision is made about the symhols, it wall cxtrcmcly hard ln 10-

cate problem areas. Il was particularly difficult to determine whether misrecognitions occurred hccall~c III 

segmentation errors or becausc of classification errors. 

Given that a large body of literature exists tn explain various clallsification ml:lhod~, mllch ul t hc dlorl 

was devoted to developing a rcliable technique to segmcntthe symbol ... The premillc wa., 1 hal, .. " Il 111~ a~ 1 he 

symbols arc segmented correctly, more sophi<;ticated classification melhodll can be implemcnlcd !;llcr .11 he 

current one turns out to be inadequate. If, on the other hand, the segmentation ill unrcliahlc, rcCl Ignil iOIl will 

fail no matter how sophisticated the classification schemc i!l. 

Observing how the program is managing the data is complicated hy the graphlc nalurc of Ihe dala 

Simple print statements, normally used to monitor the progress of a conventionétl program, wcre ne,1 very in-
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( 
formative. To facilitate monitoring, various subprograms were written to show graphically the state of the 

program, including subroutines to plot the x- and y-projections. 

As development progressed it became evident that il is relatively easy, a1beit time-consuming, to fme-

tune the program to achieve a near-lOO% recognition rate with the training samples (for example, the pro-

gram can rccognize ail of the requircd symbols in figure 6.1); therefore, the tinaltest was conducted using 

four carefully chosen samples that were not part of the development samples. Three of the four samples 

were cho~en to establish the worst-case performance ofthe program. The first two contain symbols that are 

quite different in shape from those found in the development sampi es. The third is a hand-written score, 

and the fourth was chosen 10 represent a typical score. The selection was made after the development of the 

program and no changes were made to the program once the samples were chosen. Absolutely no informa-

tion regarding the score is supplied at execulion time. In other words, the process is completelyautomatic 

except for placing the score on the scanner. 

6_1 Results 

With ail four samplcs, system separation was complelely successful (see Figures 6.2 - 6.5). The sum-

mary of the rcsults of the tests is shown in Figure 6.6 (sec also figure 6.7 for partial output of the program 

for each of the test ~amples). The recognition rate is calculated as the total number of corrcctly identified 

lItock symhols (the set of symhols thatthe program is designed to identify) divided by the total number of 

stock symhols on the page. A note is considered correctly identified if and only if both the pitch and the du-

mtion arc correct. The scanner takcs about 30 seconds to read a page, and, on a IBM-AT -compatible mi-

crocomputcr, the avcntge processing time is approximately 15 seconds per system. 

{ 
, 
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tir trlF 
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Allegro . ® ,,"'e J i J' I[HrufiHJfPlIJ 1 J i Ir i r i 1 

.. NI d d 1 dg J". Il d , • 1 h • • 'b t. 1 'b ' • 1 Y , hl Y. b W'! 

~fi EfU,'UëiJp.,;rcriuD" lEi & Êtr f fi 

Figure 6.1. A devclopmcnt samplc with staff projections (Telemann 19(9) 
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The BayliffL Daughter of Islington 

A 4t 1 D Ij, 
T~ ........ 

1 
lOa, He - love" thr b.y. urr. clausht - er deu Tb, lived 1. _ 1. - ... , - to •. 

,.... ""\ar Il •• I~ ., Ih. oW. 'ft.. Cll, C •• ,,.ll} taN, ._ 

Ll rit 1 r UA; J 1 t r iJi) t 1 
".. coy ud wOllcl lot ..., • !.v. tbat la. dicl love _ 'er 

El' 1 
10. No, 10\ at •• - y _ tim" ~he _ould Aa- y colin. t~ll-ance to hill alto •• 

"'igure 6.2. Samplc 1 (Goss 1937) 
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Roses in Autumn 

'i] J ,) J } 1 i I~ J t 1 J. jjJ j 1 J ~ Il 
1. The IOle tbat bloomed iD IWD· .... lU • cleu. fra· II'IDt ml 
2. But deep with· iD the root. the..,.· • tin the 

When bint. 
DOW, lta pet· III ly • m, _t· tered ml deed. 

... _ ~ la Ibo.... ..... .... • Iwl • Ir ;; 

And ail the bint. 01 1WI1' mer· time .... van· iIbed and lied 
Till aD th. air ÏI lWeet witb I0Il11 that ech· 0 and M' 

y p ! E p r R 1 r iii ~ : ~ 1 r' r u 1 E" Il 1 
And eavetl are drift'· iDe from the branch·. o· ver my head. 
With 11111 • ie IOUDd tram leaf • 1.. Italk, the 101· • to brinl. 

Ir. ftIOMAI AQUINAS 

's,ü, lE 

Pau . per, 

, J X 1 ...... 

Panis Angelicus 
--t n 

Ê J lJ:jj-lr rJlfH-l 
• n18 an· l" li·CUI fit .,. • nia b6 • mi·oum; 

Ë 1 F' G r r 1 J. il' J J 1 ri ~ 
Di, :. U· ClIO ft • :". ria t6r. 1Ioi;; 
JIP,3J-lr rlr.II~-:I 

lIoi • ri. hi ·Ilel ..... • d6 • ..1 Jl6 • ;.; 

pau • per, 

pau • per, 

Ifr • vua et bû· mi • Iii, 
4 

tJ r' V 1 r - 1 1 1 cl 
.. • vu. " hû· mi . Iii. 
110 

Figure 6.3. Sam pIe Il (Cecilia 19(0) 
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: 3S. SWING LOW SWEET cHARIar 

6rl.A l, .. wiN ", r."·.1',,, 'If lut,. 

~fte JJ 1 JI ji ~'J 

4-· ) J + 

1 J J125 - J. j- il .-
6."';"1 fI", 8", •• 1 e-A.,..-, -Il'_ .1."", u.. 

'II , 1 1 J {ÇA J J J 
, J + ., 

il' "t-J -..;:::: 1 

Il . ,. cl. ".M-"" / .,-,..,,~ " ... ()ft 

'II j J -c; Jt ~ m 1 J J. , 1 1 1 1 ! ;J 

'''';''1 Il,,, ,,,,,1 CA",.· i - tif_ S"',, I"rr. S"",. 1 •• ;If ,..A 

if, J ~ ~ ; U J ,0 & ) J i V'1 1 ; 

.. ,.. 4; lM,,! 11w,_. ".,,", 1.",_ elt.". - ; -.f ,,,,,it/ /,It. 

"'lgure 6.4. Samplc 111 (parrish 1942) 
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-
STREICHQUARTETI 

Bu.o A-dur 
0,1119 Nr. 6 

t 1I0b01ua III: 2' 

"" ni" , r P 1 rn , r R 1 r d '1 F-5"li 1 Q' 1 ~ ~. -.J 
(f) Il 

Figure 6.5. Sample IV (Haydn 1968) 
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( 
Number of symbols Total number Percentage of 
correctly identified ofsymbols correct symbols 

Sample 1 79 111 71% 
Sample Il 138 211 64% 
Sam pie III 92 140 66% 
Sam pic IV 281 344 82% 
Total 590 806 73% 

ft'igure 6.6. The result of the cxperiment 

Sample 1 - This page wa .. chosen for its idiosyncratic collection of musical symbols: the bizarre treble 

cler, the diamond-shapcd notehcads, and a form of Oags normally found in musk set with tY!les, although 

the inaccuracy in the placement (lf noteheads indicatcs that it was not typesel. This sample also violates the 

rule that states that every system lIlarts with a clef. Dcspite these obstacles, the program performed rel a-

tivcly weil, correctly idcntifying 71 % of the symbols including the two treble clefs. Obviously, the program 

was confused atthe hcginning of the second and fourth system, not being able to find the expected clef. 

Other misrccognitions tnclude the lirst quarter note in the first system, third bar (A-tht instead of B-Oat) 

and the two quarter notes in the third system, measure three (stems too short). Nevertheless, its ability to 

deal with the diamond-shapcd noteheads and the short Oags demonstrates the Oexibility of the projection 

technique. 

Samplc Il - The rclativcly poor recognition rate of this sam pie results largely from the odd shape of 

sorne of the rnmic lIymbols lI~ed. Bolh the eighth- and quarter-rests are wider than usual and the treble clefs 

have Ihinner lItrokcs than those cncountercd during program development. As a side effeet, the program 

also hall dirliculty locating the sharp in thc key signature. If thesc symbols are disregarded, the recognition 

rate is increascd to 8or~). The problems cncountcrcd in this sarnple arc mainly due to limitations in the 

classification stage, which basically cannot deal with any symbol that it has not seen before. This can be re-

( 
mcdicd by using li more sophist icatcd classifier, possibly with a database. 
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-- Samplel Sample Il Sample III SamplelV 
TREBLECLEF BASS CLEF TREBLECLEF BASS CLEF 
3FLAT(S) 2FLAT(S) 2 SHARP(S) 3SHARP(S) 
FLAG_UP 1 SPACE 4 FLAG UP 1 UNE 5 UNKNOWN SYMBOL UP WHIl ESPACE 4 
DOT BARÛNE UNKNOWN SYMBOL EIGHTH REST 
BEAM UP UNE 3 BEAM 1 UP BLACK UNE 4 BEAM UP SPACE 5 BEAM 1 BAR UNE 
BEAM-1 SPACE 3 BEAM 0 SHARP/NAT BEAM-1 SPACE 4 BEAM 0 EIGHTH REST 
BAR UNE UP BLACK SPACE 3 BAR UNE EIGHTH REST 
UP BLACK UNE 4 UP BLACK UNE 3 FLAG UP 1 SPACE 3 FLAG ON 1 UNE 1 
DOT FLAG UP 1 UNE 5 UP BLACK SPACE 3 ON BLACK SPACE 1 
FLAG UP 1 SPACE 4 BARÛNE DOT ON BLACK SPACE 0 
UPUNE 5 UP BLACK UNE 4 ON BLACK SPACE 2 BAR UNE 
FLAG UP 1 UNE 3 SHARP/NAT UP BLACK SPACE 5 O~ BLACK UNF 1 
FLAG-UP 1 SPACE 3 FLAG UP 1 SPACE 3 BAR UNE FLAG ON 1 UNE 1 
BARÜNE UP BLACK UNE 3 FLAG UP 1 SPACE 3 ON BLACK SPACF 1 
FLAG UP 1 SPACE 4 UP BLACK UNE 5 UP BLACK SPACE 4 ON BLACK SPACE 0 
FLAG-UP 1 SPACE 3 BAH UNE FLAG UP 1 SPACE 5 BAR UNE 
FLAG-UP 1 SPACE 4 BLACK SPACE 4 FLAG-UP 1 SPACE 8 ON BLACK UNE 1 
FLAG-UP 1LINE 4 UNKNOWN SYMBOL UNKNOWN SYMBOL EIGHTH REST 
UPSPACE5 UP BLACK SPACE 3 UNKNOWN SYMBOL a REST 
FLAG UPUNE 4 FLAG UP 1 SPACE 3 UP BLACK SPACE 5 EIGHTH REST 
FLAG-UP SPACE 3 BARÛNE BAR UNE BAR UNE 
BARÜNE UP BLACK UNE 4 ON BLACK IINE 3 
ON BLACK SPACE 3 UNKNOWN SYMBOL TREBLECLEF SfiARP/NAT 
ON BLACK UNE 3 UNKNOWN SYMBOL 4 FLAT(S) BAR UNE 
ON WHITE SPACE 1 UNKNOWN SYMBOL ON BLACK IINE 2 
BAR UNE FLAG UP 1 SPACE 3 DOT 

BASS CLEF UP BLACK UNE 5 ON BLACK SPACE 2 
UNKNOWN CLEF FLAG UP 1 UNE 4 FLAG UP 1 SPACE 4 DOT 
1 FLAT(S) BARÛNE FLAO=UP 1 SPACE 5 BAR UNE 
UP WHITE SPACE 4 ON BLACK UNE 3 DOT ON BLACK LlNF 3 
BAR UNE SHARP/NAT FLAG UP 2 SPACE 5 SHARP/NAT 
UNKNOWN SYMBOL ON OL!lrl( SPACE 2 BEA!"-UP SPACE 8 BEAM 2 ON BLACK UNE 3 
B~M ON 1 SPACE 2 BEAM 1 ON WHITE SPACE 1 DOT ON BLACK SPACE 2 
B" \.,A-2 SPACE 2 BEAM 1 FLAG UP' UNE 4 BEAM 2 UNE 7 BEAM 1 DOT 
Bt..M , UNE 2 BEAM 0 BARÛNE BEAM 1 SPACE 8 BEAM 0 BAR UNE 
BLACK SPACE , ON BLACK UNE 3 BAR UNE 
BEAM ON UNE 2 BEAM , SHARP/NAT FLAO UP 1 SPACE 5 BASS CLEr 
BEAM-' SPACE 2 BEAM 0 UNKNOWN SYMBOL UP BLACK SPACE 5 3SliARP(S) 
BAR UNE ON BLACK UNE 2 DOT BE AM UP SPACE 41lLAM 1 
lJNKNOWN SYMBOL FLAG UP' UNE 4 UNKNOWN SYMBOL BE AM 1 SPACl 4 m AM 1 
FLAG UP 1 SPACE 3 BARÛNE BE AM 1 SPAcr 4 III AM 0 
UP BLACK UNE 4 UNKNOWN SYMBOL TREBLE CLEF UP BLACK &PIICF 4 
UP BLACK UNE 5 ON WHITE SPACE 2 4 FLAT(S) EIGHTH RES! 
BAR UNE DOT UNKNOWN SYMBOL EIGHTH REST 
BEAM UP UNE 4 BEAM 1 ON WHITE SPACE 2 UNKNOWN SYMBOL BAR UNE 
BEAM-1 SPACE 4 BEAM 0 ~LAG ON 1 SPACE 2 UNKNOWN SYMBOL FLAG UP 1 [JI ACK Sf'ACr 4 
BEAM UP UNE 5 BEAM 1 BARÛNE FLAG _ UP 1 SPACE 8 UP BLACK LINT: 5 
BEAM-' SPACE 4 BEAM 0 ON WHITE SPACE 2 DOT FLAG UP 1 UNr 4 
UP BLACK UNE 5 UNKNOWN SYMSOL BAR UNE DOT 
UP BLACK S"ACE 5 UNKNOWN SYMBOL FLAG UP , SPACE 5 BAR UNE 
BAR UNE UP BLACK SPACE 5 UP BLACK 'lPIICr 4 
UP WHITE UNE 5 BASS CLEF FLAG UP ! SPACE 4 FLIIG UP 1 SPACE 4 
UNKNOWN SYMBOL FLAG UP' SPAGE 3 BEAM UP SPAGE 4 SEAM 2 UP BLACK UNE ~ 

BARÛNE BEAM-2 UNE 5 BEAM 1 UP BLACK lINr 4 
TAEBLECLEF UP BLACK UNE 3 8EAM 1 SPACE 5 BEAM 0 BAR UNE 
2 FLAT(S) FLAG UP' SPACE 4 UP BLACK SPACE 5 UP BLACK srflCE 4 
FLAG UP 1 SPACE 4 UP BLACK SPACE 4 BARLINE EIGHTH RrS! 
BARÜNE FLAG UP' UNE 3 FLAG UP 1 SPACE 4 a REST 
BAR UNE BARÛNE UP BLACK SPACE 4 EIGHTH REST 
UP BLACK UNE 3 SHARP/NAT FLAG UP 1 SPACE 4 BAR UNE 
BEAM UP SPACE 3 BEAM 1 BEAM UP UNE 4 BEAM 2 UP BLACK '>PACE 5 ON BLACK ~rIlCL 1 
BEAM-' UNE 3 BEAM 0 BEAM-2 SPACE 4 BEAM 0 UP BLAC"" SPACE 5 ~LAG ON 1 LlNr 1 
ON BLACK SPACE 2 UP BLACK UNE 5 BAR UNE ON BLACK srACI 0 
FLAG UP' UNE 3 BEAM UP UNE 5 BEAM 1 FLAG ON 1 L1NL 1 
FLAG-UP 1 SPACE 3 BEAM-:' SPACE , BEAM 0 TREBLECLEF OAR UNE 
8AAÜNE UP BLACK UNE 4 2 SHAnp(S) ON BLACK SPIIU 1 
ON BLACK UNE 2 DOT UNKNOWN SYMBOL DOT 
UP BLACK UNE 4 UP BLACK UNE 5 FLAG UP' SPACE 3 ON BLACK LlNL 0 
UP WHITE SPACE 4 FLAG UP' UNE 5 UP BLACK UNE 5 DOT 
UP BLACK SPACE 4 BARliNE FLAG UP' SPACE 4 BAR UNE 
UP BLACK UNE 5 UP BLACK UNE 4 FLAG~UP 1 SPACE 5 
BAR UNE DOT DOT IJASSCLEF 
SHARP/NAT UNKNOWN SYMBOL FLAG UP 2 SPACE 5 3SHARP(S) 
SHARP/NAT BEAM UP SPACE 6 BEAM 2 ON BlACK 5PACE 1 
BEAM ON SPACE 2 BEAM , BASS CLEF BEAM-3 UNE 7 BEAM 1 FLAG DN 1 UNE 1 
BEAM-, UNE 2 BEAM 2 1 SHARP(S) BEAM 1 SPACE 6 BEflM 0 DN BLACK SPAU 0 
BEAM 2 SPACE , BEAM 1 ON WHITE SPACE 2 BAR UNE ~LAG DN 1 UNE 1 
BEAM , UNE 2 BEAM 0 BAR UNE FLAG UP , SPACE 5 BAR UNE 
SHARP/NAT ON BLACK SPACE 1 UP BLACK SPACE 5 DN BLACK SPIIC~ , 
UNKNOWN SYM80L ON BLACK UNE 3 DOT DOT 
BAR UNE ON WHITE SPACE 2 UNKNOWN SYMBOL ON BLACK UNE 0 
TENOR CLEF ON BLACK SPACE 1 ON BLACK UNE 2 DOT 

Figure 6.7. Partial output of the test sam pics 
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Sam pie III - This is a good example of niccly hand-written music and the recognition rate was better than 

expccted, considering that no autographed music was included in the development samples. Most of the er

rors were caused by flags too thin to be recognizcd, for example, the d's in the firth system, first bar. This 

error was predictable, sincc ail the flags in the development samples had a minimum thickness that allowed 

the projection to detecl them. One possible way to detect these thin flags would be to take a diagonal pro

jection. The rests wcrc also unrecogni7cd bccause of thc inadequate classifier. 

Sample IV - The high qualily of print and the standard musical symbols of this sample, printed by the 

fa mous Hcnlc Vcrlag, have resulted in the best recognition performance with a test samplc. ft should be 

menlioncd thal although the symbols used in this sam pie are similar to many of those found in the dcvelop

ment !>amplcs, music publishcd by Henle was not included in the development stage. Thus, the result prob

~Ihly rcflects the performance lcvcl of the program when dealing with music printed by large music 

publishers. 

ln gcneral, the use of projections provided an efficient and reliable technique for segmentation, and to 

a certain extcnt for c1assifi:ation. Most of the errors arise from the use of a fl.xed, rectangular height-width 

plane to da!.sify the !>ymbols. There arc two rclativcly simple steps to improve 011 the current mcthod. First, 

ntthcr than \Ising a recllll1Jlc, any shape should be allowed to represent a symbol in the planc, dcpending on 

the di!>trihution charactcristics for each symbol. For example, an ellipsis or a circle can be used. The second 

stcp, although more complex, is to allow a symbolto occupy disconnected regions on the plane. 

6.4 Conclusions 

Although the program is still in its infancy, the respectable recognition rate and speed achievcd by 

simple rc<:ognition techniques dcmonstrate that OMR can indeed be implementcd on microcomputer-
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based systems. Another strength of the current program, not attaincc.l in prcvious rcscllrch, is ils ahility 10 

deal with scores other than those used for ils devclopmenl. 

Of course, many improvements and refinements must be made to the program in orc.lcr to devcltlPllral'

tical software. Required enhancements include an increased vocabulary of symhol!o and smnc type tif Icarn

ingsystem. In a typicallearning system, thc various thrcshold values arc stored in a modiliahle dalaha.,c, nut 

hard-eoded. When the system makes an error or encounters an unreeogniJ'..able symhol, the rc!opon!.e pro

vided by a human operator is used to updatc the dalabase. 

A utility should also be dcvised to allow for manual error-eheeking of the output. The ouI put can hc 

converted to music notation and eompared with the original. This can be done hy displaying hulh vcr!.inn!o 

on the sereen or by producing a hardcopy via laser prinler. With the laller method, or in amuit i-l a!.king cn

vironment, the system may continue to process subsequent pages while the u!.er proofrcall!>. In any ca!.c, an 

audio playback system will expedite the location of any groo;s errors; this is cspecially uscllli whcn thc u .. cr 

is already familiar with the music. A MIDI interface allached to a synthcsiJ'cr will prohahly !.ullicc for i hi .. 

purpose, although details that cannot be reproduccd through MIDI must ~tlll be checknl viMJally. 

While preprocessing the input was nol required for the samples examined, sorne fmm of imagc re!.tora

tion must be providcd to deal with dislorted and noie;y images. Finally, the recognition sy!.tcm mu .. t hc ahlc 

to process other typcs of musical scllings inclllding orchestral score ... and keyhoard mu!.Îc. Although alllhe 

problems to be encountered in the recognition of polyphonie mu .. ie cannot he anlicip.tlCd, il i .. Lerlain Ih.11 

the projection-based technique can be exploited for this lao;k ae; weil. 

Using the expcriencc gained in the present re~earch ao; a strong starting point, thc~c improvcmcnl!. c.:an 

be implemenled in the near fulure to creale a practical OMR e;ystem. 
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Appendix A - List of Musical Examples 

Bach, J. S. Six SUlles for Solo Cello (Bryn Mawr: Thcodore Presser Company, Pennsylvania, 1964), 50. 

Beckwith, J. Five Pwces for Flllle Duel V (Toronto: BMI Canada Ltd., 1962), 16. 

Beethoven, L. v. SOl/alus for Pianoforte alld ViolOt,cel/o. (New York: Schirmer, 1932),25 (cello part). 

Beethoven, L. v. Pial'o Soallla, Op. III (Frankfurt: Litolff/Peters, 1978),326. 

Berg, A. Wozzeck (Vienna: Univer~al Edition, 1955),479. 

Bou ... , E. Douze Cupnccs pOlir BU'i'WI' (Paris: Alphonse Leduc, 19(8),9. 

Bmhm)" J SOllula for PlallO alld ViolOl,cello 1/1 F major Op. 99 (Vicnna: Wiener Urtcxt Edition, 1973), 1 
(ccllo part). 

Brod. H. Éllldcs el SOllUtC\ pOlir Hall/bOis (Paris: Alphonse Leduc, 1951), 1. 

Cecilia, Si),ler, Si'iter John IO'ieph, anù Si~ter Rose Margaret. Wc SmgofOllr Land (Boston: Ginn and 
Company, 19(10), 110. 

Dehussy, C. SymlX (Pari<;: .Iohert, 1954),2. 

Dehu .. sy, C. Préllll/t'.\, Seco"d Book (Am'iterdam Broekmans & van Poppel, 19(8),1. 

(jo<;)" J. cd. Bal/{/(/\ of Bri/um (London' John Lane The Budley Head, 1937),60. 

lIandcl, n. F. 17re Comple/e SOIU/la'i for Flllle alld Basso COll/il/UO (London: Faber Music Ltd., 1983),6 
(ha~), parI). 

Haydn, J, S/rt'ic"qllllf1t'IIC. Hcft Il Op. 9. (Munchen-Duishurg: Henle Verlag, 1968),24. 

Iloffmebter, F. A Prélllde 011 EH t'rcm' Op. 35 FIt1/e Solo (Zurich: Amadeus Verlag, 1979), 10. 

Holletcrrc, J. 4X Pré/lldt''i III 24 Tmwrtl'llfllr Althlockflo/e (Main7: Scholl, 1972),21. 

La~ncki, D.lVill. (cd) A .. ,Iw/o,.,w More Prc/llde\ a"d VoIIlIJ/aries (E"glafld c. 17()()) for Treble Recorder Solo 
(L.ondon: Nova Mu.,k, 19S1), ~ 

MO/art, W. A Tlllrtct'll Earl\' Stnll~ QlIlIrtC(\ (Ka .. 'icl· Barenreiter, 19(6),7 (violin 1 part). 

Parri .. h, L Slal't' Simg\ of (iCO!J:UI/l lç/wu/\ (New York' Creative Age Press, 1942),155. 

('érier, A. E".\el~"t''''c,,/ CO"'I'/e/ de /a Clanllt'tle (Paris' Alphonse Leduc, 1931),2. 

Ravel, M. SOli ale' Pm/h"me (Paris: Edilion'i Sal.thert, 1975), 17. 

Saygun, A. A PartIta for llO/ill A/olJc, 01' 36 (New York: Southern Music Publishing Co. Ine., 1964), 1. 

Schncnherg, A Pd/cll\ Il/II/ MdlHlIIl/t' (Wien' Univer),al Edition, 1939), 10. 

S('huhcrt, F. D(I\' /lt'/IIII\'ch, Op 7iN 1 (FranHurt· C.F. Petcrs, 1956), 149. 

Telemann, (i r S/ril/g QlIlIrtl'l III A major (Kassel: Hortus Musicus, 1969),2 (viola part). 

Tippet, M. '~\""/)hOlI\' No. 3 (Thetford, Norfolk SchOll &. Co. Caligraving Ltd., 1974),82. 

Trnmlit/, .1. (i. ,11('('111' Parti/l'" fllr Flo/t' (Frankfurt· Litolff/Pctcrs, 1976),6. 

Waslall, Peter (ed ) Fm/ Repertolf(' Pu'us for FIII/e (London: Boosey & Hawkes, 1982), 23. 
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